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Abstract

The importance of wearing a mask in public places came to light when the COVID-19 pandemic has started due to the
coronavirus. To strictly control the spread of the virus, wearing a mask is mandatory to avoid getting the virus through
others or spreading the virus to others if we are carrying it. Since it’s not possible to check each individual in public
places whether he/she is wearing a mask, this paper proposed a face mask detection using Deep Learning (DL) and
Convolutional Neural Network (CNN) techniques. A cloud-based approach that adopted DL is used to identify the
persons violating the rules. The dataset used in the work is collected from various studies, such as Prajnasb/observations
and Kaggle’s Face Mask Detection Dataset that contains images of people wearing and not wearing masks. The faces in
the images will be detected and cropped with the help of a trained face detector which will be used for checking whether
the face in the image is wearing a mask or not. Face mask detection is done with the help of CNN. The input image is
fed into the CNN and the output is binary format, whether person wearing or not wearing a mask. The work uses Max
Pooling and Average Pooling layers of CNN. The outcome of the work shows that the proposed method achieves 98 %
of accuracy using Max Pooling which is better than the currently available works.
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AHHOTaNMA

Ba)KHOCTD HOIICHHS MACKH B OOIIECTBEHHBIX MECTAX CTajla OYCBH/IHA, KOTJIa N3-32 KOPOHABHPYCA Havallach IaHIEMHUS
COVID-19. JInst cTpororo KOHTPOJS 3a paclpoCTpaHEHHEM BHpPyca HOUICHHE MAacKH SBISETCS 00S3aTeIbHBIM.
B o0miecTBeHHBIX MeCTaX HET BO3MOKHOCTH MPOBEPUTH KaXKIOTO YeJIOBeKa Ha HOMICHHEe MackH. [Ipenioken crocob
oOHapyKeHHsI MacCK! Ha JIMIe YeJIOBeKa C ITOMOIIBI0 METOIOB INIyOOKOro 0Oy4eHHUsI M CBEPTOYHBIX HEHPOHHBIX
cereit (Convolutional Neural Network, CNN). O61auHblif 110/1X0]] OCHOBaH Ha NIyOOKOM OOYyYeHUU M HCIOJIB3YeTCsl
JUISL BBISABJICHUS JIWL], HAPpYLIAIOUIUX IIpaBuiIa. Ha6op JAaHHBIX, Hp”MeHeHHin’I B pa60Te, 3aMMCTBOBaH U3 HAYYHBIX
uccieioBaHni, Taknx kak Prajnasb/observations u Ha6op nanubix Kaggle Face Mask Detection. [lanublie comepixar
M300pakeHNs JroJel B Mackax U 0e3 HuX. JIluma Ha n300pakeHUAX OOHAPYKUBAIOTCSA M BBIACISAIOTCS C TTOMOIIBIO
CIICIMAIBHOTO 00y4eHHOro JeTeKTopa Jini. OOHapyKeHHe Macki OCYILIECTBICHO ¢ MOMOIIbI0 feTekTopa 1 CNN.
BxoaHOE H300pakeHIe HATIPABIIAETCS B CETh, 4 BBIXOHBIC JAHHBIC TPEICTABIISIIOTCS B IBOMYHOM (hOpMaTe HE3aBHCHMO
OT TOro, 0OHapyKeHa Macka wiH HeT. B pabore ucnons3oBans! cion CNN Max Pooling n Average Pooling. Pesynbsrar
HCCIIEZIOBAHUS TIPENIOKCHHOTO METO/ia T0Ka3all, YTO METOJ MO3BOJISIET JOCTHYb 98 % TOYHOCTH Ha MaKCHMalbHOM
00BbeMe TECTOBBIX M300paXkeHHI.

Kurouesblie ciioBa

cBeptounble HeiiporHbie ceT, CNN, PyTorch, rmy6okoe o0yuenue, o0nako

Cecpliaka s nurupoBannsi: Koman Benyronan B., Jlamur M., Apyn Kymap T., [xasmpu [1., Bumpkasmpu /1. O6nagnas
HHTEIUICKTyaJIbHasl CHCTeMa MOHUTOPUHTA JUIsl OOHAPYKEHHs HapyIIeHHI HOIEHHUS MACKU U BBIIAYH ITPEIy Pk ICHIN
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Introduction

The COVID-19 pandemic has created a major impact on
the world in many ways such as affecting the economy and
also stopped people for many days who has to travel from
one place to another place. Since the virus transmits from
one person to another through expired air, the speed of the
transmission is increasing rapidly [1]. Having the need to
stop the spread of the virus, which is increasing day by day,
many governments all across the world have imposed lock
down, and they allow people to come out only to buy daily
essentials. But there also exists a high risk of coming out
from the houses at the contaminated zones since the spread
of the virus is very high in those zones [2]. To prevent the
spread of the virus, many countries have imposed strict
rules about wearing a mask in public places. Since all the
people cannot be proctored individually to check whether
they are wearing a mask or not, with the help of artificial
intelligence we can get an analysis about the places where
most of the people are not wearing masks with the help of
deep CNN. This model can be implemented in real time
cameras of Closed Circuit Television (CCTV), and there
are no restrictions since everything is cloudified and can
run anywhere because there is no platform dependency in
any step.

DL models are used recently to learn the features of the
dataset which help in handling the large amount of data
that we get from different sources. It is almost impossible
to classify this data using normal Machine Learning
Algorithms. The classical Machine Learning Algorithms
learn the data by parsing it which leads to poor accuracy
when we have diverse and huge data. In case of this type,
DL helps by creating an artificial neural network that learns
from previous experiences without getting programmed
explicitly [3]. DL procedure creates its own decisions
and doesn’t depend only on the data provided. There are
different types of DL techniques available: multi-layer
perception, Recurrent Neural Networks, CNN, and Modular
Neural Networks which have their use-cases.

CNN is the popular class in Learning for its ability to
understand visual imagery. CNN have been a revolution

on the computer vision domain. Initially, there were some
image processing techniques but they were not able to
generate a state-of-the-art result. Whenever CNN have
been introduced, they have started producing state-of-the-
art results [4]. A specified kernel is placed on the image
matrix, and a new convolution matrix is formed from the
combination of these two matrices. Pooling is applied
on the newly formed matrix that helps in reducing the
dimensions of the image so that the image processing gets
done quicker than the previous one. In this paper, we use
Max and Average Pooling layers in CNN and compare
them with the results. Max Pooling is done by using the
maximum pixel value when Kernel and Average Pooling
takes the average pixel value. The image gets flattened
after pooling and gets classified. This process gets repeated
for a certain number of epochs for all the images. The
complexity and size of DL models are drastically increasing
to achieve state-of-the-art results. New model architectures
are constantly being developed with millions and billions
of learnable parameters in the model. Recently, OpenAl
company has developed GPT-3 which consists of 175
billion parameters, and it has achieved state-of-the-art
results at many tasks [5]. In the real-world scenarios, where
we need to deploy these huge models, we might face issues
such as storage, hardware requirements, etc., since these
models require a lot of storage and advanced hardware for
faster inference. We have used Knowledge distillation to
reduce the size of the model by having a lesser number of
parameters when compared to the original model; we are
reducing the original model size by 40 % of the originally
trained model such that the inference becomes 60 % faster
and with the same accuracy as the Teacher model. The
remainder of the paper is organized as follows.

We discuss the various studies done on the facemask
detection using different algorithms in the recent years
along with the results obtained. Later we give an overview
of CNN Architecture; a dataset was used and it shows
the working of our model with the detailed architecture
diagram. Then we explain the metrics used to evaluate
the performance of the model and compare the results to
find the best accurate model. And finally, we outline the
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advantages of using the Cloud Architecture, the future
scope of this work concluding the paper.

Literature review

In this section, the studies of different algorithms
used in the currently available works are discussed. Fu
et al. [3] proposed a fast detection framework /DSSD
(Deconvolution Single Shot Detector). The work uses VOC
and COCO datasets to evaluate the performance of their
own model. They used pretrained ILSVRC CLS-LOC
dataset for experimental evaluation. The work achieves
overall 82 % of accuracy which is not efficient for proving
the achievements. However, the work achieves training
process in a less amount of time. Therefore, the time
complexity of the training process is reduced compared
to other works. CNN is the popular class in Learning for
its ability to understand visual imagery. CNN have been a
revolution on the computer vision domain. Initially, there
were some image processing techniques as they were not
able to generate a state-of-the-art result; but when CNN
have been introduced, they have started producing state-of-
the-art results. Lin et al. [4] proposed an object detection
technique based on feature pyramids. A specified Kernel is
placed on the image matrix and a new convolution matrix
is formed from the combination of these two matrices.
Pooling is applied on the newly formed matrix that helps
in reducing the dimensions of the image so that the image
processing gets done quicker than the previous one. The
work uses COCO dataset for the evaluation of the proposed
model. Author concludes that the Feature Pyramid Network
is efficient for applying feature extraction based on CNN
model. However, the training process is very difficult which
leads to increased cost and time. Farfade et al. [6] describe
the concept of extracting the faces from the given images,
and it has been well explained in this paper. There has been
specified how to extract the region of interest (in this case,
it is the face of the person in the image), and we get the
coordinates of the face in the image. The computational
power required to train this model is very high, so it cannot
be done in a CPU since there are many calculations to be
done in parallel to save time; but computing with the help
of CPU consumes a lot of time whereas while using a GPU
it can be done very fast when compared to computational
time using a CPU due to its parallel processing capability.
Chen et al. [7] had compared the results between SVM,
DNN, CNN, and CNN using transfer learning, and the
CNN model with transfer learning and generated better
results when compared to other models. Geoffrey et al. [8]
proposed a Knowledge distillation model that is considered
as a single model based on compression technique. Authors
have suggested that the combination of difference machine
learning algorithms to build a prediction is an inefficient
approach that makes the process slow. Even though, the
idea is quite different and useful, but the method cannot
guarantee the better performance in terms of accuracy and
time.

From the literature studies, all model focused only on
the complexity of training which do not guarantee the
better performance. We also observed that the robust Cloud
Solution for the face-mask-detection is not available in the

current scenario. The models used for identification are not
so accurate. In this paper, we use Max and Average Pooling
layers in CNN and compare them with the results. Max
Pooling is done by using the maximum pixel value when
Kernel and Average Pooling takes the average pixel value.
The image gets flattened after pooling and gets classified.
This process gets repeated for a certain number of epochs
for all the images. We also adopted the approach proposed
by Knowledge distillation [9] and compared the results for
Max Pooling and Min Pooling of the Teacher model, and
used the most accurate result in the Student model.

Proposed methodology

To build a prediction model, all the resources are created
that are required for the flow of the process initially. Dataset
details are given in the next section. The main objective
of the paper is to improve the accuracy with reduced
processing time. Amazon Web Services (AWS) are offered
by Amazon with a wide range of services that are required
for the end-to-end setup for any online application. AWS
Lamda will help in executions of certain tasks and needs to
be run after particular process completes its execution. In
this model, we use the AWS Lambda resource which will
help in running an event after it found any changes in the
specified AWS Simple Cloud Storage (AWS S3) location.
Amazon Elastic Compute Cloud (AWS EC2) instance is a
remote machine that can act as the server and is used to run
all the scripts and maintain the MYSQL database. AWS S3
is a remote storage resource that helps in storing the videos
and images of the violators and processing them to the
server. Amazon Simple Notification Service (AWS SNS)
helps in transferring mails and alerts to the subscribed users
from AWS Lambda. AWS Identitity access management
(IAM) is used in creating login username and password
for different users. We need to attach the permissions
required for the operations to that user. These permissions
are attached as a json code which is called a policy. As a
first part of the work, a role is created in AWS [AM with
the policy attached to it, having all the access permissions
for the two AWS S3 buckets, AWS Lambda, AWS EC2,
and AWS SNS. The login credentials are generated from
Security Credentials in [AM and the same role can be used
across every stage of the process. We can communicate to
AWS cloud by configuring the AWS credentials in AWS
EC2 within the default profile. An SNS subscription has
to be created which will mail to the email-id provided
after AWS Lambda is invoked. In this proposed model,
the OpenCV records the video of the surroundings every
4 hours. The video is then uploaded into the first AWS S3
bucket by configuring the AWS Access credentials using
the Python Boto3 package having the city name as the
prefix in the S3 bucket. We can process multiple videos
from multiple locations that get forwarded to a folder in S3
bucket having the zip code of the location as a folder name
[9]. Now AWS Lambda has to be set up to get data from
AWS S3 and dump the data into an Amazon EC2 instance.
AWS Lambda will apply SSH to the EC2 instance using
the Python Paramiko library and copy the files from AWS
S3 to the folder in EC2 instance. After copying the data,
AWS Lambda will trigger a Python script that will run the
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Fig. 1. Architecture for Sending Mails of Violator Images

CNN model and identify the images of persons not wearing
the masks. The images are then pushed into an MYSQL
Database from the EC2 instance. When the image is pushed
into MYSQL Database, it also gets pushed into the AWS
S3 location. The push into the AWS S3 location will trigger
an AWS Lambda function that will send the image of the
violator (as in Fig. 1) to the mailing address mentioned in
the AWS SNS Subscription.

Data set details

The dataset used in this paper is collected from
different online resources available which included data
from Kaggle’s Face Mask Detection Dataset and Prajnasb/
observarion dataset. There are two classes in this problem:
people wearing masks and people not wearing masks.
To avoid the problem of over fitting, the images were
collected almost equal in number. The total number of
images contained in the dataset is 7553 [10]. The number
of images of the people who are wearing masks is 3725 and

>
.
=

the number of images of the people who are not wearing
masks is 3828. Prajbnasb dataset is helpful in the work to
identify the facial features of person. This dataset consist
of 1376 images: 690 of these with wearing mask and
686 — without wearing mask. Many features like nose,
eyes, mouth, eye brows and many others are located using
facial landmarks of the dataset. Sample images for dataset
without mask and images for without mask are shown in
Fig. 2 and 3.

In Fig. 2, facial landmarks are used to automatically
gather the location of facial features such as chin, nose, and
mouth. Fig. 2 represents the images of faces in different
views and the system shows “no mask detection”. If all
features such as nose, mouth, and chin are visible, then the
system detects “no mask”.

Fig. 3 shows the faces of people who worn mask in
different positions. In Fig. 3, a, ¢, the mask fits perfectly.
Improperly worn mask images are shown in Fig. 3, b, d. If

Fig. 2. Sample images belonging to dataset without mask
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Fig. 3. Sample images belonging to data set with mask

any of the three features visible, then the system detects that
the mask not worn properly.

Training the CNN Model

In this work, we have used DL Knowledge distillation
and OpenCV library. The live video is captured by the
cameras such as CCTV, and OpenCV accesses the live
video. Then the video is split to different frames per second
and the frames are fed to the pre-trained model that is
implemented in this paper for inference to predict whether
the person in the frame wears a mask or not. The result is
highlighted in the video itself; the number of people in the
frame might be more than 1. The frames are cropped in such
a way that the faces of the people in the frame are detected
using a pre-trained face detection model which gives us the
coordinates of the face in the frame. The model to detect the
face mask is trained in this work. We used CNN architecture
to build the model as it is more suitable for vision tasks.

The CNN architecture in this work in Fig. 4 is made up
of Convolutional and Max Pooling layers. To reduce the
over-fitting in this model we have used some regularization
techniques such as dropout which makes sure that no
particular neuron plays a major role in the model while
inferencing. First, the input image is pre-processed by using
some augmentation techniques, and later it is converted to
numeric matrices of 3 dimensions where each dimension
contains the intensity values of red, green and blue in the

Convolution
Layer 1

Input Image

Max Pooling

Convolution

Layer n

Fully Connected
Neural Network

pixel. Then these values are fed into the model as input.
Second, the input values pass through the Convolutional
layer where a filter of (3, 3) used, and padding and a stride
of value 1 are applied on the input. Padding is applied to
prevent the loss of information at the corners of the image
so that the prediction might not be accurate if it misses
some information. A ReLU activation function is used after
the Convolutional layer. The inputs are passed to the ReLU
activation function and then to Max Pooling layers where
the dimension of the input gets reduced. A (3, 3) Kernel is
used in Max Pooling, the dimension gets reduced and the
important information is only preserved in the surrounding
pixels. Then after passing the input data through a few
Convolutional and Max Pooling layers, it is flattened and
passed through a fully connected linear layer and then
through a sigmoid layer where we get the output probability
of the neuron. If the probability is above 0.5, then the
person in the frame is wearing a mask; if it is less than
0.5, then the person in the frame is not wearing a mask.
Since this comes under the binary classification problem,
a binary cross-entropy loss is used here and the optimizer
used for updating the weights is the Adam optimizer. 98 %
of accuracy is observed using the Max Pooling in the CNN
Architecture as shown in Fig. 5.

The CNN model using the Average Pooling has
produced an accuracy of 97 % in detecting the facemasks.

Convolution

Layer 2

Convolution

Layer 3

Output Layer

Fig. 4. CNN Architecture for Max Pooling
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Input Image

Average Pooling

Average Pooling

Fig. 5. CNN Architecture for Average Pooling

So, the Max Pooling was found to give the best results due
to which it is used as Teacher model in the Knowledge
distillation which is discussed in the next section.

Knowledge distillation

This model uses 6 convolutional and 3 dense layers
containing a large number of trainable parameters. In this
case, the inferencing becomes difficult because the input
frames are continuously fed into the model and the output
should be generated spontaneously [11]. But if we use
such a large model trained, the inference becomes difficult,
so we have used Knowledge distillation to overcome
this problem. The model trained above is considered as
Teacher model and the Student model consisting of lesser
parameters than the trained Teacher model. The latter is
trained using the training data for 50 epochs where the loss
function in the Student model differs from the Teacher
model. The loss function in the Student model is the sum
of loss functions on hard labels and the loss on soft labels,
which are the normalized probability distribution of the
Teacher model output logits, calculated using temperature-
based Softmax function. The parameters are shown in
Table.

In the training, the temperature controls the peak
distribution of the normalized probabilities. The peak
values will become more peak and the least values will
reduce further by applying temperature to the Softmax
function. The parameters which are not learnable and
defined manually are called hyperparameters. During
the training, the learnable parameters get updated every
iteration but there are no fixed values for hyperparameters.
The hyperparameters, set while training the DL model,
are the learning rate that is used in the optimizer, in the
number of epochs the model is trained, in the batch size
of the data while training, and in the activation functions
used [11]. These hyperparameter values are experimental,
so we have experimented with different values and finalized
a model which achieves better accuracy with less over

fitting. The temperature value in the Softmax function
during Knowledge distillation is also a hyperparameter that
varies from 0 to 1.

Saving and Loading Model

The model is trained with hyperparameters which
produce better results. When the model is used in real-
world scenarios, we can’t train the model every time on
the device. So, we are saving the model in such a format so
that it can be loaded whenever it is required. The weights
freeze after the training and then are saved into a particular
format such as h5 or pt based on the framework the model
is trained on. In this case, we have used PyTorch for data
augmentation and model training, then saving the model.
When the model is used in a flask web framework, the
model is loaded into the RAM when the service is started,
this saves a lot of time [12]. The saved model can easily
be transferred to the devices for inference. It can also be
deployed in edge devices such as smartphones and [oT
devices.

Alert Simulation

An MYSQL trigger is a setup on a mask table that
will alter the count on the city table for the zip code of the
image. This data helps to find statistics and to analyze the
data for finding the most vulnerable locations and giving
alerts. The MYSQL table structure is as follows.

— mask (id, image, zipcode)
— city (zipcode, phone number, count)

Once the count is updated, the Python script will check
if the count is greater than 500; and if it returns true, then
the message is sent to the phone number in the city table
using the Sinch API credentials. The architecture for
sending SMS is given in Fig. 6.

Results and discussion

We considered Precision, Recall, Fl-score, and
Accuracy as the metrics to evaluate the performance of
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Table. Sequential order of layers in network with output shape, number of parameters used

Layer (type) Output Shape Param #
conv2d 1 (Conv2D) (None, 76, 76, 64) 4864
batch_normalization 1 (None, 76, 76, 64) 256
conv2d 2 (Conv2D) (None, 72, 72, 64) 102464
max_pooling2d 1 (MaxPooling2D) (None, 36, 36, 64) 0
batch_normalization 2 (None, 36, 36, 64) 256
dropout_1 (Dropout) (None, 36, 36, 64) 0
conv2d 3 (Conv2D) (None, 32, 32, 128) 204928
batch_normalization 3 (None, 32, 32, 128) 512
conv2d 4 (Conv2D) (None, 28, 28, 128) 409728
max_pooling2d 2 (MaxPooling2D) (None, 14, 14, 128) 0
batch normalization 4 (None, 14, 14, 128) 512
dropout_2 (Dropout) (None, 14, 14, 128) 0
conv2d 5 (Conv2D) (None, 10, 10, 256) 819456
batch normalization 5 (None, 10, 10, 256) 1024
conv2d 6 (Conv2D) (None, 6, 6, 256) 1638656
max_pooling2d 3 (MaxPooling2D) (None, 3, 3, 256) 0
batch_normalization 6 (None, 3, 3, 256) 1024
dropout_3 (Dropout) (None, 3, 3, 256) 0
flatten 1 (Flatten) (None, 2304) 0
dense 1 (Dense) (None, 256) 590080
batch_normalization 7 (None, 256) 1024
dropout_4 (Dropout) (None, 256) 0
dense 2 (Dense) (None, 60) 15420
batch_normalization 8 (None, 60) 240
dropout_5 (Dropout) (None, 60) 0
dense 3 (Dense) (None, 1) 232

l copy mask-less
images to dir
Copy Images to MYSQL Trigger
Call Python Script with zipcode as a column : Users > 1000?

m " python _’MQSQL ey P python

l Call sinch API
Send Message

© — sinch

Fig. 6. Sending SMS if violations limit is reached in a location
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the model in both the training and the testing phases. The
values of metrics can be generated using these formulae as
follows, where “TP” stands for True Positives; “FP” stands
for False Positives; “TN” stands for True Negatives; and
“FN” stands for False Negatives.

TP
TP + FP
TP
TP+ FN
TP+ TN
TP+ TN + FP + FN
2 x Precision x Recall

Precision =

Recall =

Accuracy =

F1 — Score = —
Precision + Recall

The proposed mode is applied on Kaggle’s dataset and
Prajnasb dataset. After training and obtaining the results on
the test set, the best performing model is considered as the
Teacher model after the Knowledge distillation [13—18].
The recall is observed 67 % using Max pooling and 57 %
by Average Pooling for with-mask data whereas the recall
is found to be same in both the cases for without-mask data.
Precision is found to be the same in both cases for with-
mask data; whereas the precision is 98 % by Max Pooling,
and 97 % by using Average Pooling for without-mask
data. Fl-score is observed as 80 % using Max Pooling
and 73 % using the Average Pooling for with-mask data;
whereas it is 98 % for Max Pooling and 98 % for Average
Pooling for without-mask data. Comparing both data sets,
it is observed that Max Pooling is giving better results
compared to Average Pooling by 1 % with Precision, 10 %
with Recall. On average, Max Pooling is giving better
F1-Score compared to the Average Pooling by 4 %. We
also observed 1 % more accuracy using the Max Pooling.
Hence, we found the Max Pooling is giving better results
when compared to Average Pooling in all the metrics.
Hence, the Student model is trained with the help of the
Teacher model which in this case is the model built with
Max Pooling as the pooling layer in the CNN architecture.
Fig. 7, a shows the performance of pooling layer with mask
label and Fig. 7, b shows the performance of pooling layer
without mask label.

The inferencing will be continuously happening on
the model as it is a video and the frames are constantly
fed to the model for inference [19—-24]. The model should
predict the results faster as well as accurately as shown
in Fig. 8. To maintain this tradeoff, the complexity of the
model should not be too high and the accuracy of the model
should also be taken care [25-28]. Knowledge distillation
can be applied to our model to create a Student model
which is smaller in size and it is also as accurate as of
the Teacher model. After creating a Student model, the
weights of the model are saved and can be used in different
applications.

We have observed the increase in the accuracy from the
Student model as the epochs are progressed, and finally the
Student model gave 98 % accuracy after the Knowledge
distillation for the Teacher model using the Max Pooling
layer.

Performance, %
~J
=)

a
50

Precision Recall F1-score Accuracy
m Max Pooling = Average Pooling = Student
Max Pooling
b
90
X
g
=
<
E 70
[
5
(=¥
50 -
Precision Recall F1-score Accuracy
m Max Pooling = Average Pooling = Student
Max Pooling

Fig. 7. Performance of merging layers for a label: with a mask

(a); without a mask (b)
0.8~ P

c‘? —— train_loss
E — val loss
2 —— train_ass
= 0.4- —— val _ass
&
3
0.0- ==
0 ' 20 ' 40 '

Epoch #

Fig. 8. Training and Validation loss for Student model

Conclusion

In summary, we propose a lightweight model for face
mask detection using Knowledge distillation. The need
to increase awareness about wearing masks is increasing
rapidly, and to make the rules stricter, the government is
imposing fines to people who are violating the rules for not
wearing a mask [15]. This cloud-based approach makes the
job a lot easier and provides timely alerts and notifications
that help in identifying the danger zones and take necessary
precautions by implementing lock-down in those areas and
so forth [16]. The same architecture can be implemented to
identify the people who are sick and coughing in the public
places using the respective machine learning models and
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Cloud-based intelligent monitoring system to implement mask violation detection and alert simulation

create a secure environment for the public [17]. The work
achieves an accuracy of 98 % using Max Pooling layer in
predicting the mask-less people, and there is a scope for
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