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Abstract

In current digital climate, education sector is evolving as the computer technology advances. Education is being digitized:
online classes, online examination methods are conducted, etc. During examination, students are assessed by their
answers having given for the question set by a teacher. Today many tools are available to assess the performance of a
student using multi choice questions tools which provide instant evaluation, but there are available very limited and
operational tools where subjective type answer of students are evaluated. This paper presents a web-based application
to address this challenge. It automates the process of subjective answers checking and generates results through
using natural language processing methods, like keyword matching semantic, lexical analysis and cosine similarity.
Experiments show that appreciated by the teacher result and the system estimation does not have much difference which
signifies that the system evaluates answers with a 97 % accuracy. The presented system not only reduces manpower
but also eliminates the traditional method of conducting exclusively subjective exams using paper documents. It also
eliminates the delays in the paper checking, result generation process. The cases of information leak are being reduced
and the objectivity of the assessment is being increased.
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AHHOTAIUA

B coBpemeHHOM IIU(POBOM MPOCTPAHCTBE pa3BUTHE 00pa30BaHUS CBSI3aHO C MPOABMIKEHHEM KOMITBIOTEPHBIX
texHonoruit. [Ipoucxoqut nudposusanus 00pa3oBaHUs: MPOBOASTCS OHIAWH-KIACCH, OHJIAH-IK3aMEeHBI U T. 1.
B nepuon npoBeeHust sx3aMeHa yJalpecs OLeHUBAIOTCs [1€1aroroM o OTBETaM Ha 3a/1aHHble Borpockl. Ha HacTosumit
MOMEHT JIOCTYITHO MHOKE€CTBO MHCTPYMEHTOB OLIEHKH YCIEBAEMOCTH Y4Yallerocs ¢ MCIOIb30BaHUEM BOIPOCOB C
HECKOJIbKUMHU BapHaHTaMH OTBETOB. Takoit momxom o0ecrieynBacT MTHOBEHHYHO OIICHKY, OJTHAKO HHCTPYMEHTOB, TAFOIIHX
BO3MOYKHOCTB OLICHKU CYOBEKTHBHBIX OTBETOB YUAI[MXCS €Ille He0CTaToqHo. B paboTe npeicraBieHo BeO-MpHIoKeHne
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JUTsL peliieHust 5Toi npobiempl. [TpuiioxkeHre N03BOJISeT aBTOMATH3HPOBATH MPOLIECC NPOBEPKH CyObEKTHBHBIX OTBETOB
U TEHEPUPOBATh PE3YJIBTAThI C IPUMEHCHHEM METO/I0B 00Pa0OTKH €CTECTBEHHOTO SI3bIKA, TAKHX KaK CEMaHTHUECKOEC
COIIOCTaBJICHHE KIIOUEBBIX CIIOB, JICKCHUECKUIl aHAM3 M KOCHHYCHOE CXOJCTBO. DKCIICPHUMEHTAJIbHBIC PE3YJIbTAThI
TI0Ka3aJii, YTO OTBETHI, OIICHEHHbIE MEJaroraMu, U MpeUIOKeHHAs CHCTeMa JatoT Onuskue pesynbrarbl. [TomyueHHas
TOYHOCTH OTBETOB cocTaBmiIa 97 %. IIpencTaBieHHas cucTeMa He TOJIBKO COKpalaeT pabouee Bpemsi, HO U IO3BOJISET
YCTPaHUTh TPAJULHOHHBIA METOJ IPOBEACHUS HCKIIOYUTEIBHO CYObEKTHBHBIX K3aMEHOB C MCIOJIb30BaHHEM
OyMaKHBIX JJOKyMEHTOB. B pe3ynbrare cokpariaercs BpeMsi HOIydeHHs Pe3yJIbTaToB M BPEMsl [IPOBEPKU. YMEHBILIACTCSI
yTedka HH)OPMAIUH 1 TOBBIIACTCS 0ObEKTHBHOCTh OL[CHKH.

KiioueBrble c1oBa
KOCHHYCHOE CXOJICTBO, U3BJICUCHHE HH(OPMAIIHH, COTIOCTABICHUE KITOUEBBIX CIIOB, 00pab0TKa €CTECTBEHHOTO S3bIKA
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Introduction

In digital Era, most of the educational institutes conduct
online examination in the form of multi choice questions
using some tools/applications. Some of these tools/
applications are also capable to accept subjective answers
which need to be manually evaluated by a teacher since
these tools are not trained enough to provide an accurate
result for subjective type questions.

An example of an existing model that uses Natural
Language Processing (NLP) [1-4] is Paper Pater. The
application is designed to analyze the text and predict the
plagiarism of the submitted text. It even helps improve
the text grammatically using certain machine learning
algorithms. E-rater Scoring Engine is a grading system
that provides a grade for the essays submitted by students
using NLP. Passage ranking system is used to rank a set of
passages based on its relevance to a certain topic. N-gram
and Support Vector Machines models are used for ranking
these passages. Another example is Machine Reading
and Comprehension (MRC) model; it retrieves the most
relevant passage based on the question. These systems
are good at parsing the textual data and they produce the
required results. In literature, the system is found using
Knowledge extraction [5], feature identification [6] and
deep learning techniques [7] in Question Answer Matching
[8-13].

Methods and Materials

The web based application system uses NLP to analyze
the descriptive answers provided by a student as well
as by the teacher. Fig. 1 shows the system architecture
of Web-based Application for revolutionary assessment
where student and teacher are two main users in addition to
admin/superuser. Students and teacher can perform various
activities as clearly depicted in pictorial representation.
All the data once received will be stored in the MongoDB
database and can be retrieved using Python to perform the
further operations.

Web based application system includes revolutionary
assessment and instant evaluation of following modules:
Login Module, Preprocessing Module, Information
Extraction, Score Generation.

Login module

This module is used for authentication purpose of the
participants: superuser, teacher and student. Each person

has his/her unique ID and password to login and work in
the system after the system authenticates the user; after that
the user can further access all the functionalities of the role.

1. Teacher login

The teacher is validated by using his/her unique ID and
password. Once validation is done, the teacher gets logged
in to his/her dashboard. Teacher has to define the character
set for his model answers in order to exclude them during
preprocessing. The teacher can set document where he/
she can add questions and answers into the database. The
teacher can also view results of all students and of each
student separately as well as each subject individually. The
key feature of the system is that the teacher can only view
the answers of the student but cannot modify the answer.
The questions will appear in the exam for the students and
the answers stored in the database will be used as the model
answer for comparison with the student’s answers.

2. Student login

Student can login into the system by using his/her
unique PRN number and password. After authentication
the student gets logged in to the system and can see his/
her dashboard. The students can view their previous test
results but a student cannot view the current result until
he/she has passed any test. To pass the test the student
has to click the “Take test” option, select the subject from

Fig. 1. Activity Diagram for Web Based Application System for
Revolutionize Assessment and Instant Evaluation
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the dropdown menu and then click on starting the test. As
soon as the student has passed his/her test, the test results
are automatically submitted into the database. And after
completion of the test there is a feedback form for every
student to which the superuser has access. The feedback
form also gets stored into the database. The students can
view their results once they are announced.

3. Superuser login

The superuser is an admin who handles all the database
issues, failures, user registrations and any errors. He/she
is responsible for the maintenance of the system and can
respond to any kind of issues. The superuser has access to
the feedback given by the students after passing the test.

Preprocessing module

During preprocessing, the sentence tokenization and
work tokenization is applied to the descriptive answer of
student and teacher as shown in Fig. 2. RAKE is Rapid
Automatic Keyword Extraction algorithm available
in Natural Language Toolkit (NLTK), the purpose of
this algorithm is to determine key phrases in text using
frequency of word and coexistence of words with other
words. The individual tokens are parsed to eliminate the
stop and repeated words, and keywords are extracted at
this stage. The keyword matching of teacher and students
is also performed here.

Information Extraction

Information extraction plays a significant role in
NLP since only important keywords are considered after
the irrelevant information is removed and keywords are
ranked. The important and relevant keywords in descriptive
answers of student and teacher are identified and matched
using cosine similarity at this stage. Cosine similarity
[14-15] is the evaluation measure to get the similarity
between two documents. There exists a motivation behind
selection of cosine similarity measure, it gives a ranking to
documents corresponding to a given keywords irrespective
of the size of the document. The larger the cosine angle,
the less similarity exists between two documents, and vice
versa. The cosine similarity is calculated for each answer
proposed by the student. Following equation is used to
calculate the cosine similarity between the teacher’s answer
and the student’s answer.

Dot product (teacher, student)

Cosine Similarity =
Y= lteacher|| * ||student|

The final result is calculated by aggregating these
values which will then be converted into percentile. Cosine
similarity is used to compare the answers of teacher and

3
PROCESS DATA USING INFORMATION EXTRACTION
RAKE-NLTK
SPLIT INTO : NORMALIZ::TIOt:V
SENTENSES remove punctuation,
lowercase)
EXTRACT PERFORM I
KEYWORDS STEMMING
GET RANKED ANSWER MATCHING
PHRASES (cosine similarity)
DATABASE -
t

Fig. 2. Natural language processing modules or revolutionary
assessment and instant evaluation

student in general. If the student’s answer has obtained
the maximum marks, it means that its cosine similarity
was low.

Score generation

The score of each student is shown to them in the
form of pictorial representation, i.e., a graph. The graph
represents the total percentage of the accuracy of the
student’s answers in comparison with the teacher’s answers.
Both the teacher and the student can view their result for
a particular subject and also view the marks allotted for
individual question.

Results and discussions

Test has been conducted in the college premises in
two subjects: Machine Learning and Cloud Computing.
In total, five questions were given for each subject, with
five marks each. The result is generated in the form of a
percentile score. Manual checking of the answers is done
by the college professors to compare the results. Table 1
shows that the answers assessed by the teachers and
the answers assessed by the system doesn’t have much
variation. This result of comparison shows that the system
evaluates answers with a great accuracy. Table 2 depicts the
percentile score which is generated for individual question
as well. Proposed system provides the accuracy of 97 % on
the mentioned subjects.

Following screenshots represent the entire web portal
created in order to revolutionize the traditional system of
taking an exam using pen and paper.

Student registration

Fig. 3, a shows the student registration webpage. The
student is required to do the registration before attending

Table 1. Results comparison, %

Results System generated results for subjects Teacher provided results for subjects
Machine Learning Cloud Computing Machine Learning Cloud Computing
1 72.09 85.63 74.23 84.23
2 65.21 73.84 67.15 74.36
3 32.83 47.82 38.56 46.67
4 54.36 63.45 57.67 68.14
5 82.91 90.80 87.16 89.83
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Table 2. Question wise results

Question Total marks Percentage obtained, %
What is Machine learning? 5 42.5
Mention the difference between Data Mining and Machine learning? 5 422
What is ‘Over-fitting” in Machine learning? 5 21.0
How can you avoid over-fitting? 5 18.9
What is ‘Training set’ and ‘Test set’? 5 14.3

the exam. The Unique ID, i.e., the issued by the university
PRN number, is used as the username.

Student login

After a student logs in, he/she is directed to the
dashboard from where he/she can access several
functionalities such as view profile, take test, view result
and logout. The dashboard consists of some valuable
information for the student such as time management,
guidelines for the examination, etc. The student can even
view his/her profile as shown in Fig. 3, b.

Take test

Once the student has successfully logged in to the
system, he/she can now take test. In order to start the test
as shown in Fig. 4, a, the student has to read carefully the
instructions and to choose the subject. The time allotted for
the exam is half an hour and, once the test is submitted, the
student is directed to the feedback section where he/she is
asked if he/she is satisfied with the new way of giving the
subjective examinations and if he/she liked the procedure
and feel that the entire system is developed properly.

View results

The student can view his/her results once they have
been declared. The results won’t be visible if the student

Online Test: Machine Learning

Questin 2

Menvion the @ fferesce berween Data Mining ond Machie learnng?

didn’t show up for the exam. The student can view the
result of the individual subject as well as of the individual
questions. Pictorial representations are used in order to
make it easy for the student to view and understand the
results as shown in Fig. 4, b.

Teacher registration and login

Fig. 5, a shows teacher’s login page where the teacher
also registers in the system using a Unique ID and, after
login, is directed to the Dashboard where he/she can access
functionalities such as view profile, set document, view
results and logout.

Set document and view results

Fig. 5, b shows the teacher document setting webpage.
The teacher needs to specify the model file that the system
evaluates with the students file. Once all the students have
appeared for the examination, the teacher can view the
overall results of the students.

Superuser and additional features

The superuser has the functionality of viewing the
feedback of the students in order to improve the system
as shown in Fig. 6. The system generates a false message
whenever it discovers an invalid username and password
pair.

Overall Percentege

Cloud Compating scere

Fig. 4. Student’s webpage: test (a), results (b)
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Fig. 5. Webpage: teacher’s login (a), teacher document settings ()

FEEDBACK

How visudlly appecling is our website? Very Good
How would you rate the examination experience overall > Very 6ocd
How mach did you like the overal feel of the GUI? Very Geod
How would you rate the ease of access 1o all the furctionalities? Very Good
How much appealing what this new way of gwing the exam? Very Good

Fig. 6. Feedback webpage

Conclusion

The result is generated in the percentile form and is
represented in the form of a graph. The proposed system
also shows the individual marks allotted for each question
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