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Abstract

The exponential growth of digital information necessitates the development of robust text retrieval methods since
most of the methods are domain or task-specific which limits their implementation. In this case multi-task learning is
a promising alternative as it helps a model to have more meaningful embeddings; however such cases require usage of
task separation methods. Many studies explore multi-task learning to improve generalization but tend to focus on large
models. However, in real-world, speech analytics tasks that require searching through hundreds of millions of vectors in
real-time, smaller models become more appropriate. This paper presents a novel approach to enhance the robustness of
multi-task text retrieval models through the use of prompts. We use contrastive learning to train encoder models both in
single-task and multi-task configurations and compare their performances as well as analyze the efficiency of different
prompt usage strategies including hard prompts represented by explicit natural language instructions and soft prompts
of varying lengths represented by model special tokens. Experiments are conducted by applying prompts to both the
query and candidate document as well as to queries only keeping the candidate without prompts to reuse pre-encoded
candidates in multi-task retrieval without significant quality loss. The obtained results are compared using R@1, R@5,
and MRR metrics which are most applicable for evaluating in-domain and out-of-domain search. Single-task models
show better performance on in-domain training data, while multi-task models demonstrate superior performance on
out-of-domain data highlighting their increased robustness to domain shifts. Applying prompts to both elements—query
and document—yields better performance than applying them solely to the query. Soft prompts are found to be preferable
to hard as they better adapt the model to different domains. The findings of this study can be useful for improving text
retrieval models, especially in scenarios involving multi-task systems where high adaptability and performance on
new data are required. Trainable prompts could be an effective tool for enhancing the flexibility of models in various
applications, such as information retrieval and question-answering systems.
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AHHOTAIUA

Beenenne. DKcrioHeHIMANBHBIH pocT 1H(poBoi nHGOpMaLK TpedyeT yCTOHYMBBIX METOJOB TEKCTOBOTO ITOUCKA,
MOCKOJIbKY OOJIBIIMHCTBO METOJIOB HAIPABJICHO Ha PELICHHE KOHKPETHOM 3a7auyl WM JOMEHa, YTO OrPaHHYMBACT MX
UCTIOb30BaHue. PellleHneM B TakoM Clydae MOTYT SBIATHCS MHOT03aJauHble MOJENH, TPeOyOII1e UCTIOIb30BAHUS
METOZOB pa3fieieHus 3a1ad. MHOTHe HCCIe0BaHMs U3Y4al0T MHOT03aJaqHoe 00ydeHne IS yIrydineHHs 00001meHns
n oxycupyroTcs Ha G0IBIINX MOJIEISIX. BMecTe ¢ TeM B peanbHBIX 3a/a9aX pedeBOi aHATUTHKHY, TPEOYIONIINX MOMCKa
Cpey COTEH MIJTHOHOB BEKTOPOB B PEaIbHOM BPEMEHH, OoJIee MOAXOIAIINMYI CTAHOBSATCS MOJIETH MEHBIIIETO pa3Mepa.
Meton. B pabote nmpencTaBiieH HOBBIH ITOAXO0/ K MOBBIIICHHIO YCTOIYMBOCTH MHOT03aJaqHBIX MOJEIeH TeKCTOBOTO
NIOUCKa Ha OCHOBE NpeuKcoB. [IpuMenseTcst KOHTpacTHOE 00ydYeHHUEe KaK JUlsl MHOT03aJa4HbIX, TaK ¥ OJJHO3aJaqHbIX
MoOJelIeii-9HKOIepOoB. BrInoiHeHo cpaBHeHHe Mojeleil Ha yCTOHYMBOCTE M IIpoaHalu3upoBaHa 3G QeKTHBHOCTD
Ppa3JInvYHbIX CTpaTel"I/li/'I HMCIIOJIB30BaHUA MMOACKA30K, BKIKOYas KECTKHUE, IPECACTABICHHBIC ABHBIMU UHCTPYKUIUAMUA
Ha €CTECTBEHHOM f3bIKEe (MHCTPYKTHBHBIC MPE(UKCHI), U MATKHE MOACKA3KH PAa3HOM AJIHMHBI, NPEICTaBICHHbIC
CIELMAIFHBIMU TOKEHAMH MOJIeH (00y4yaemble Mpe(UKChI) Pa3HOM THHBL. DKCIIEPUMEHTHI BBIIOJIHEHBI C TPUMEHEHUEM
TIOZICKA30K KaK K 3apOCy U KaHIUJATY, TaK U OTAENBHO K 3apOcaM, JJIsi HOBTOPHOTO MCIOIb30BAHMS IPEIBAPUTEIHHO
3aKOJJMPOBAHHBIX KAaHJUAATOB B MHOT033/Ia9HOM TTIONCKE 0€3 3HAUMTEIbHOM moTepr kadecTBa. OCHOBHBIE Pe3yJIbTaThI.
IIpoBeneHO cpaBHEHME IONYUYEHHBIX Pe3ynbTaToB 1o MerpukaM R@1, R@5 n MRR, sBisromumucs Hanbonee
NIPUMEHUMBIMH JUUISI OLICHKHU ITONCKOBBIX MOJIEJICH BHYTPH U BHE JoMeHa 00ydeHus. OnHO03a1aquHble MOJICITH TI0Ka3aln
ceOst smyunre npyu paboTe ¢ JaHHBIMU B IIpezenax JoMeHa oOydeHunsi. MHOro3aiaqHble MOJAEIH MTPOAEMOHCTPUPOBAIN
Jy4lIyr0 IPUMEHUMOCTb Ha JaHHbIX BHE JOMCHA O6y‘{eHI/Iﬂ, 4YTO NOAYECPKUBACT UX IMOBBIIICHHY IO yCTOI?I'-{MBOCTb K €ro
cmMeHe. [lJ1s1 COXpaHeHHs 3TOro CBOKMCTBA B IaHHOM paboTe PacCMOTPEHO IPUMEHEHHE MPE(YUKCOB K 0OOUM JIeMEHTaM —
3ampocy U AOKYMEHTY, UTO 00ECTIeUuHBAET JIyUIlyl0 YCTOHYNBOCTh, 4eM UX 000COOIEHHOE IPUMEHEHHE K 3ampocy.
OOydaembre mpeUKCH 0Ka3anuch 0onee MPeAIOYTUTETBHBIMY 1I0 CPABHEHUIO ¢ HHCTPYKTHBHBIMH, MOCKOIBKY OHU
JydIlIe aJanTupPYyIOT MOAIENb K pa3inyHbIM foMeHaM. Odcy:kaenne. Pe3ymbraTsl HCCIEOBAHUS MOTYT OBITh ITOJE3HBI
JUISL yITy4IICHUST MOJICJICH TEKCTOBOTO MOUCKA, 0COOCHHO B CLICHAPUSX, CBSI3aHHBIX ¢ MHOT033auHBIMU CHCTEMaMH,
rae TpeOyeTcst BBICOKasl aJaTHBHOCTD M IPOU3BOJUTEIHHOCTE Ha HOBBIX JaHHBIX. OOydaemble MpeUKCH MOTYT
ObITh d()(EKTUBHBIM UHCTPYMEHTOM IOBBIIICHUS! YyCTOWYNBOCTH MOJIENIEH B Pa3IMYHBIX IPUIOKEHHIX, TAKUX KaK
MH(OPMALIMOHHBIN TOUCK U CUCTEMBI BOIIPOCOB-OTBETOB.
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Introduction

The exponential growth of digital information requires
the development of sophisticated text retrieval methods to
find relevant documents since traditional keyword-based
methods often fail to handle the semantic complexity of
queries [1]. A promising alternative is semantic search
which uses embeddings to analyze the relationships
between words and concepts. This approach enables
the retrieval of relevant documents without relying on
keywords. This is especially important for queries with

synonyms or paraphrases. However, semantic search
models have difficulty adapting to new domains, which
limits their generalizability. Many studies explore multi-
task learning to improve generalization but focus on large
models [2], however, in real-world, problems such as
speech analytics, which require searching through hundreds
of millions of vectors in real time, smaller models are more
suitable. Besides, according to the MTEB [3] and BEIR [4]
benchmarks, at the time of our experiments, state-of-the-
art models in the field are predominantly represented by
smaller models rather than Large Language Models (LLMs)
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Prompt-based multi-task learning for robust text retrieval

like ChatGPT and LLaMA. In addition, GritLM analysis
[5] revealed that smaller models demonstrate a more
substantial increase in performance compared to LLMs
when using pre-trained models. Therefore, our research
focuses on developing effective training approaches for
smaller models.

Hard and soft prompts attached, respectively, as
instructional and learnable prefixes to tokenized queries
and candidate documents increase the adaptability of
the model to new domains. Previous studies on creating
efficient embeddings for semantic search [6] have shown
significant improvement over keyword-based methods.
Modern approaches use contrastive, self-supervised
learning, achieving state-of-the-art results by automatically
generating text pairs [7]. One of the unsolved problems in
semantic search is ensuring the robustness of the model
when working outside the domain [8]. This limitation
reduces the applicability of such models in real-world
settings, as they have difficulty generalizing to unknown
information. Recent advances in multi-task learning offer a
promising approach to addressing the robustness problem,
as it allows the model to be trained on multiple related
search tasks at once, potentially improving its generalization
ability [9]. Research [10] shows the effectiveness of multi-
task learning for tasks requiring extensive knowledge with
significant performance improvement on out-of-domain
data. Another method for enhancing the performance of
search models is the use of instructions that demonstrate
improvements in specific tasks [11]. On the other hand,
less explicit instructions have a subtler effect on the
model and can be used to improve multi-task models [12].
Based on multi-task learning and prompt strategies, we
develop domain-robust and generalizable text retrieval
models that effectively handle new information, examine
the effectiveness of their application to both queries and
candidate documents, and compare performance of hard
and soft prompts of different lengths.

Data and Method

To enhance the model ability to grasp semantic
connections in document retrieval, we leverage multi-
tasking. This involves training the model on a variety of
tasks that explore different text pair relationships. We use
six main and two supportive tasks in the model. Main ones
being: paraphrase, Question-Answering (QA), title-body,
summary, dialog and persona, whilst the supportive ones
are represented by inverse cloze task and next sentence
prediction. By encountering paraphrases, question-
answer pairs, titles and corresponding articles (bodies),
conversation turn-history pairs (dialogues), summaries
and full texts (summary), utterance-fact pairs (persona
identification) [13—15], fragment-context pairs (Inverse
Cloze Task, ICT), and previous-next sentence pairs (Next
Sentence Prediction, NSP), the model is exposed to the
diverse ways text interacts and conveys meaning.

The training data is obtained from a combination of
automatically collected sources and existing datasets
with the total size of training and test data for each task
represented in Table 1.

Table 1. Size of training and test data for each task

Task Train Size In-Domain Out-of-Domain
Test Size Test Size

Paraphrase 455,624 5,689 3,499
QA 8,675,864 27,400 7,240
Title-Body | 32,942,558 16,224 4,730
Summary 200,742 4,001 7,780
Dialog 190,367 6,768 —

Persona 64,767 2,024 —

During training, batches are formed from the same task
and the same source dataset at a time. It is important to
note that negative samples are taken from the same batch
to leverage the effectiveness of in-batch negatives. This
comprehensive training strengthens the model ability to
understand the flow of information and identify semantic
connections within documents.

Given a query ¢g and a corpus C = {c|, ¢y, ..., C;}
containing m candidate documents, the objective is to
identify the &£ most relevant documents (where k << m).
In this research, we use the contrastive learning approach.
Its goal is to learn such an embedding space where similar
sample pairs stay close to each other while dissimilar ones
are far apart. The contrastive learning framework leverages
the InfoNCE loss function with in-batch negatives detailed
in [16]:

¢4, 6)
(P(Q;;s C;) + Z (P(q;;s ni)

n€EN

minL = —log

where ¢, = prompt: {query} and ¢, = prompt: {candidate};
N represents the set of negative examples; ¢(g,, ¢,) denotes
a function that calculates the matching score between the
query (g,) and the document (¢,)- For this purpose, we
employ a temperature-scaled cosine similarity function:

0(qp, c,) = tcos(hy,, hiy).

Here, T is a hyperparameter (set to 20 in the
experiments) and /4, is an embedding of the query and £,
is an embedding of the candidate.

For each relevant query-candidate pair (¢*, ¢*), task-
specific prompts are incorporated into both the query
(¢"p") and the candidate (c¢*p*) to generate enhanced
representations. To improve the efficiency of an encoder
model, we implemented the separation of queries and
candidates. This can be achieved either by using distinct
encoders for queries and candidates or by applying
different task prompts. Multi-task model enables efficient
query encoding for a wide range of tasks. However, the
use of task-specific prompts prevents reuse of the same
encoded candidate base across different tasks, which can be
inefficient since candidate base encoding is one of the most
resource-intensive operations. Therefore, we propose using
prompts only on query encoding. This approach allows us
to maintain candidate index compatibility with minimal
loss in performance.
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To facilitate multi-tasking, we explore two prompting
techniques: hard and soft prompts. Both types of prompts
proposed in this paper are used to guide the model towards
interpreting the text for the particular task and are separated
by a colon (":") from the actual text.

Hard Prompts: Explicit instructions specific to each
task [11] written in Russian language. Their translated
version can be found in Fig. 1.

Soft Prompts: Inspired by the Parameter-Efficient
Fine-Tuning training method [17], we introduce special
tokens during training. These tokens act as cues for
the model to identify the relevant task without explicit
instructions. They are represented in square brackets
and include corresponding task and marker of input type
(query or candidate). For example, special token “[qa-q]”
represents query for question answering task. It is also
worth mentioning that the paraphrase task is not represented
by soft prompts as it is the only symmetrical task in a sense
that both the query and the candidate are interchangeable.
In addition, it also has only one hard prompt for both the
query and the candidate. The length of the soft prompt has
a direct impact on the model specialization for a given
task and the separation of the query and candidate. The
text embedding is computed as the average of all token
vectors, while the soft prompt embeddings also modify
the representations of other tokens in the text. The larger

Query Hard Prompt

|

the soft prompt, the more the text embedding changes.
Therefore, we consider two soft prompt configurations in
this work.

Short: single special token for both query and candidate
(Fig. 2).

Long: four different tokens are used to define task and
query/candidate (Fig. 3).

Experiments and Results

The experiments in this research were conducted
on multi-task model based on a bi-encoder ranking
architecture with the RuBERT-tiny2 model having 29.4M
parameters as the backbone. Besides, we evaluate ranking
multi-task models compared to baseline single-task models
for every specific task on in-domain data. For evaluation,
we employ ranking metrics such as R@1 (Recall@1), R@5
(Recall@5), and Mean Reciprocal Rank (MRR) which are
commonly used in retrieval and ranking tasks.

R@]1 (Recall@1) and R@5 (Recall@5) metrics measure
the proportion of times the correct answer (or relevant
document) is found among the top-ranked candidates.
R@]1 evaluates whether the correct answer is ranked at the
top position being rated as the most relevant, while R@5
extends this to the top 5 positions. These metrics provide
insight into the model ability to rank relevant results at the

Query Text

A

[

\f \

Interpret the question to retrieve the correct answer: What year was Pushkin born?

Interpret the answer to retrieve the correct question: Pushkin was born 6 June 1799 Moscow, Russia

\

)\ J

Candidate Hard Prompt

|

Candidate Text

Fig. 1. Hard prompt example

Query Soft (1) Prompt

\

Query Text

o

\

[ga-q]: What year was Pushkin born?

[ga-c]: Pushkin was born 6 June 1799 Moscow, Russia

\jr)\

Candidate Soft (1) Prompt

Candidate Text

Fig. 2. Short soft prompt example

Query Soft (4) Prompt

\

Query Text

)

( I

\

[qa-q0][qa-q1][qa-q2][qa-q3]: What year was Pushkin born?

[qa-c0][qa-c1][qa-c2][qa-c3]: Pushkin was born 6 June 1799 Moscow, Russia

\ )\

J

|

Candidate Soft (4) Prompt

[

Candidate Text

Fig. 3. Long soft prompt example
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very top and within a broader set of retrieved candidates,
offering a view on both the precision at the top rank and the
scale of relevant candidates in the retrieval.

MRR computes the average reciprocal rank of the
first relevant document across all queries. It considers
the position of the first relevant result, offering a more
nuanced evaluation by emphasizing early relevance. MRR
is effective for understanding the ranking quality when
there is a single correct answer or when early precision is
critical.

These metrics are chosen because they effectively
capture different aspects of ranking performance in
information retrieval scenarios. R@1 and R@5 provide
straightforward measures of retrieval success at different
cutoffs which are essential for evaluating both precision at
the top and the scale of relevance. MRR complements these
metrics by focusing on the position of the first relevant
result, offering a balanced evaluation that accounts for both
precision and rank sensitivity.

By employing these ranking metrics (R@1, R@5,
MRR), we ensure that our evaluation framework provides
a comprehensive and informative assessment of the
model performance across different scenarios, both in-
domain and out-of-domain. This helps in selecting the
optimal configuration for the multi-task model, ensuring
it is both effective and robust. Furthermore, we estimate
the robustness of the model by comparing retrieval
performance on out-of-domain datasets not used in training.
This helps in understanding how well the model generalizes
to new, unseen data. In addition, we discuss the results that
could be achieved with various prefix types for different
task separation in multi-task model training and inference.
We highlight the most effective prefix strategy we acquired
which enhances the model ability to distinguish between
tasks and improve retrieval accuracy. We evaluate the

search quality of multi-task and single-task models on in-
domain and out-of-domain datasets, the results are shown
in Table 2.

The in-domain results shown in Table 2 demonstrate
that multi-task models generally achieve quality
comparable to single-task models. Multi-task models
outperform single-task models in three tasks with smaller
training datasets, suggesting that when task-specific data is
limited, multi-task learning can effectively leverage shared
representations and knowledge from other tasks. However,
multi-task models are outperformed in three other tasks
with larger training datasets, indicating the ability of single-
task models to better utilize ample task-specific data to
learn the nuances of that task.

However, multi-task model significantly outperforms
the single-task models on out-of-domain data across all
tasks. This indicates that multi-task learning significantly
improves the robustness of models for all tasks used in
training. The ability to learn more generalized patterns
from diverse tasks enhances the model adaptability to new,
unseen data, reducing the risk of over fitting to specific in-
domain distributions.

The results demonstrate that multi-task learning
provides significant advantages over single-task models,
particularly in terms of generalization and robustness. While
in-domain performance is comparable, with advantages
varying based on dataset size, the multi-task model superior
performance on out-of-domain data underscores its ability
to generalize better to new contexts. This makes multi-task
learning a more efficient and adaptable approach to develop
versatile models capable of performing well across a range
of tasks, reducing computational overhead and improving
real-world applicability.

Table 2. Evaluation of multi-task and single-task models

Domain Task Model Type Rw1 R@5 MRR
In-Domain Paraphrase Multi-task 0.769 0.930 0.902
Single-task 0.756 0.922 0.889

QA Multi-task 0.311 0.410 0.381

Single-task 0.327 0.425 0.402

Title-Body Multi-task 0.423 0.535 0.590

Single-task 0.441 0.550 0.606

Dialog Multi-task 0.027 0.108 0.074

Single-task 0.036 0.123 0.086

Summary Multi-task 0.515 0.697 0.599

Single-task 0.450 0.626 0.533

Persona Multi-task 0.164 0.291 0.255

Single-task 0.103 0.198 0.171

Out-of-Domain Paraphrase Multi-task 0.789 0.956 0.862
Single-task 0.756 0.941 0.834

QA Multi-task 0.461 0.623 0.538

Single-task 0.408 0.552 0.479

Title-Body Multi-task 0.094 0.151 0.125

Single-task 0.090 0.144 0.119

Summary Multi-task 0.672 0.884 0.766

Single-task 0.365 0.588 0.469
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Soft-prompts to hard-prompts comparison

In this work, we compare different prompting strategies
for efficient task separation within multi-task training.
Specifically, we consider hard prompts which are task-
specific instructions in the Russian language for text
interpreting. These prompts precede the meaningful part
of the input sequence and are split by the ;> symbol. In
comparison, we propose the use of soft-prompts deployed
alongside full model fine-tuning. The use of soft-prompts
involves a set of special tokens initialized for each specific
task. We compare hard and soft prompts effectiveness
within multi-task training; the results are shown in Table 3.

Our experiments determine that soft-prompts
outperform hard-prompts. It could be attributed to the
fact that instructions are less effectively interpreted by the
small model used for vector encoding. Additionally, the
relatively greater token length of instructions reduces the
proportion of sequence informative content. Besides, we
have identified that the optimal length of the soft-prompt
prefix is one token. This length is sufficient for effective
task separation in the model weight space.

Query and candidate encoding

We propose accompanying both queries and candidates
from different tasks with corresponding prompts for their
proper encoding in asymmetric tasks. However, this
approach eliminates the compatibility of pre-encoded
candidate bases between tasks. Therefore, we also propose
second approach which involves using prefixes only for
candidate encoding and allows us to maintain candidate
index compatibility with minor quality loss. The results of
different encoding settings are shown in Table 4.

The obtained results suggest that prefix-based
separation of queries and candidates is sufficient for most
of the tasks. Additionally, reducing the amount of training
data for each individual encoder and doubling the total
number of parameters when using separate encoders
decreases the model performance. The lower quality of
“Query Prefix” method compared to “Both Prefixes”
indicates that in addition to query and candidate separation,
prefix also contains information useful for more accurate
candidate encoding.

Conclusion

Multi-task retrieval offers numerous advantages in
practical applications. Therefore, obtaining a small-sized
multi-task model with robustness comparable to single-
task models can be a research goal in itself. However,
this work demonstrates that we have not only achieved
quality comparable to task-specific retrieval models but
also improved the model quality on in-domain data and
reduced the model size. Moreover, the proposed training
method significantly enhances the model robustness to
out-of-domain data. The key factor enabling us to achieve

Table 3. Prompt types effectiveness results on multi-task

training

Task Prefix Type R@l R@5 MRR
Paraphrase | Hard 0.768 0.928 0.899
Soft (1) 0.769 0.930 0.902

Soft (4) 0.768 0.925 0.898

QA Hard 0.310 0411 0.382
Soft (1) 0312 0411 0.381

Soft (4) 0.312 0.412 0.384

Title-Body | Hard 0.434 0.543 0.599
Soft (1) 0.423 0.535 0.590

Soft (4) 0.435 0.545 0.603

Dialog Hard 0.026 0.108 0.072
Soft (1) 0.028 0.108 0.074

Soft (4) 0.028 0.108 0.074

Summary | Hard 0.482 0.657 0.566
Soft (1) 0.515 0.697 0.599

Soft (4) 0.485 0.670 0.573

Persona Hard 0.279 0.533 0.446
Soft (1) 0.329 0.582 0.511

Soft (4) 0.300 0.563 0.478

Table 4. Prompt types effectiveness results on multi-task

training

Task Encoding Type Rw1 R@5 MRR
QA Both prefixes 0.312 0.411 0.381
Query Prefix 0.308 0.409 0.372

Title-Body | Both prefixes 0.423 0.535 0.590
Query Prefix 0.411 0.530 0.583

Dialog Both prefixes 0.027 0.108 0.074
Query Prefix 0.024 0.094 0.065

Summary | Both prefixes 0.515 0.0697 0.599
Query Prefix 0.507 0.0672 0.584

Persona Both prefixes 0.329 0.582 0.511
Query Prefix 0.310 0.565 0.498

the desired results is the utilization of an optimal soft-
prompting strategy. This strategy effectively separates
the types of input sequences for multi-task model
representation. Additionally, we propose an efficient
candidate encoding strategy without prompts to reuse
pre-encoded candidates for multi-task retrieval without
significant quality loss.

Future work will focus on refining the soft-prompting
strategy for better adaptability to specialized tasks and
exploring its application in cross-lingual retrieval. We aim
to optimize performance on larger, heterogeneous datasets
while improving model efficiency. Additionally, enhancing
explainability within the retrieval process will be a priority
to ensure transparency and user trust. Lightweight model
versions and techniques for reducing computational costs
will also be explored for more practical deployment.
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