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Abstract

The development of methods for automatic recognition of objects in a video stream, in particular, recognition of sign
language, requires large amounts of video data for training. An established method of data enrichment for machine
learning is distortion and noise. The difference between linguistic gestures and other gestures is that small changes
in posture can radically change the meaning of a gesture. This imposes specific requirements for data variability. The
novelty of the method lies in the fact that instead of distorting frames using affine image transformations, vectorization
of the sign language speaker’s pose is used, followed by noise in the form of random deviations of skeletal elements. To
implement controlled gesture variability using the MediaPipe library, we convert to a vector format where each vector
corresponds to a skeletal element. After this, the image of the figure is restored from the vector representation. The
advantage of this method is the possibility of controlled distortion of gestures, corresponding to real deviations in the
postures of the sign language speaker. The developed method for enriching video data was tested on a set of 60 words
of Indian Sign Language (common to all languages and dialects common in India), represented by 782 video fragments.
For each word, the most representative gesture was selected and 100 variations were generated. The remaining, less
representative gestures were used as test data. The resulting word-level classification and recognition model using the
GRU-LSTM neural network has an accuracy above 95 %. The method tested in this way was transferred to a corpus of
4364 videos in Vietnamese Sign Language for all three regions of Northern, Central and Southern Vietnam. Generated
436,400 data samples, of which 100 data samples represent the meaning of words that can be used to develop and
improve Vietnamese sign language recognition methods by generating many variations of gestures with varying degrees
of deviation from the standards. The disadvantage of the proposed method is that the accuracy depends on the error of
the MediaPipe library. The created video dataset can also be used for automatic sign language translation.
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AHHOTAIUA

Beenenne. Pa3paboTka METOJOB aBTOMAaTHYECKOTO PACIIO3HABaHUS O0OBEKTOB B BHIEOMOTOKE, B YACTHOCTH
pacrio3HaBaHHsI JKECTOBOTO sI3bIKa, TPeOyeT OONBIINX 00bEMOB BUICOIAHHBIX U 00yYeHUsI. YCTOSBIIUMCS METOIOM
oboraieHus TaHHBIX JUISI MAITHHHOTO OOYYEHUS SBISICTCS UCKaKEHHE M 3aimyMieHue. OTimdne si3bIKOBBIX KECTOB
OT JPYTHX KECTOB COCTOUT B TOM, YTO HEOOJBIINE M3MEHEHHUS O3Bl MOTYT PAIUKAILHO MEHSTH CMBICI JKeCTa. DTO
HaKJIabIBACT Crielu(uyueckie TpeOOBaHNs K BApUATUBHOCTH JaHHBIX. MeTon. HoBH3HA MeTo/a COCTOUT B TOM, YTO
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ViSL One-shot: generating Vietnamese sign language data set

BMECTO HCKa)KEHHH KaJIpOB C MOMOIIBIO aMHHBIX TPpeoOpa3oBaHui H300paKeHUH HCHOIB3YETCsl BEKTOPH3ALHS IT03bI
CYPIIOJIMKTOPA C TOCIIEYIOIINM 3allyMJICHHEM B BUJIE CTy4ailHbIX OTKJIIOHEHHH 3JIEMEHTOB cKenerta. J{is peanusannu
yIpaBIsIeMOil BAPHATHBHOCTH JKECTOB ¢ MOMoIIbi0 6ubinorekn MediaPipe sxect nmpeoOpa3yercs B BEKTOPHbIH opmar,
I KaXIbI BEKTOP COOTBETCTBYET SJIEMEHTY CKeneTa. Jlanee BBIMOIHASTCS BOCCTAHOBICHNE M300PasKeHUST (PUTYPBI
13 BEKTOPHOTO (popmara. JI0CTOMHCTBOM MPEATOKEHHOTO METO/[a SBIAETCS BOSMOMKHOCTD YIPABISIEMOTO NCKAKEHHS
JKECTOB, COOTBETCTBYIOIIETO PEAbHBIM OTKJIOHCHHUSM 1103 CypAoaukTopa. OCHOBHBIE pe3yabTaThbl. Pa3paboTaHHbIH
MeTOoJ] 00OTalIeHNsT BUICOJaHHBIX IIPOTECTHPOBaH Ha Habope u3 60 CIIOB MHAMHCKOTO S3bIKA JKECTOB (00IIeTro st
BCEX SI3BIKOB U JMAJIEKTOB, PACIIPOCTPAHEHHBIX Ha TeppHTOpuH MHanm), npeacrapieHHbIX 782 BUIeopparMeHTaMH.
Jlnst kaxaoro ciaoBa BeIOpaH Haubojiee pernpe3eHTaTUBHBIN xecT U crenepuposano 100 Bapuanmii. OcranbHbIe,
MEHEEC PECNPE3CHTATUBHBIC KECThI, UCIIOJIb30BaHbl B KAYE€CTBE TCCTOBBIX JTaHHBIX. B pe3ysbTaTe 1nojryucHa Moaeib
KJIaccu(UKaluy U paclio3HaBaHUS Ha YPOBHE CJIOB ¢ MCMoOib30BaHHEM HelipoHHOM cetn GRU-LSTM ¢ TouHOCTBIO
Boime 95 %. Meton anmpobupoBan Ha Habope HaHHBIX U3 4364 BHI€0 HA BHETHAMCKOM SI3BIKE JKECTOB IS TPeX
peruonoB CesepHoro, Llearpansaoro u Oxuoro BeetHama. Crenepuposano 436 400 00pa3oB JaHHBIX, H3 KOTOPBIX
100 06pa3IoB NpeaCcTaBIsIIOT 3HAYEHHUS CIIOB, KOTOPBIE MOTYT MCIIONB30BAaThCS JUIS Pa3pabOTKU U COBEPIICHCTBOBAHUS
METO/JI0B PAcIIO3HABAHMS SI3bIKA )KECTOB Ha BEETHAMCKOM SI3BIKE 3a CUCT TeHEepalii MHOXKECTBAa BapHalUil )KeCTOB
C pa3HOH CTENEeHBIO OTKJIOHEHHS OT 3TanoHOB. Ofcy:kaenune. HenocTaTrkoM IpeaIoKEHHOTO METOA SIBISETCS
3aBHCHMOCTbh TOYHOCTH OT omnOku onbmunorexkn MediaPipe. CoznaBaeMblii HaOOp BUACOJAaHHBIX MOXKET TAKKe
HCIOJIb30BaThCS U1 aBTOMATHUECKOTO CYPOTEePEeBO/Ia.

KiroueBblie ciioBa

BBETHAMCKHIA SI3bIK )KECTOB, HHIUMCKUIL SI3BIK HKECTOB, paclo3HaBaHKe s3bIKa xectoB, MediaPipe, nmpeobpasoBanue
KoOopAMHaT, BeKTopHOE nmpocTpanctBo, GRU-LSTM, oboramienue gaHHbIX

Cecepuaka s uutupoBanus: Jaur X., becemeprusiit M.A. ViSL One-shot: renepariust Habopa JaHHBIX BBETHAMCKOTO
sI3bIKA JKeCcTOB // HayduHo-TeXHH4YecKknii BeCTHUK HH(OPMAIMOHHBIX TEXHOJIOTHH, MeXaHUKH 1 onTuku. 2024. T. 24, No 2.

C. 241-248 (na anrm. s13.). doi: 10.17586/2226-1494-2024-24-2-241-248

Introduction

Artificial intelligence technology used to solve sign
language processing problems, such as sign language
recognition or sign language interpretation, has deep
humanistic significance in order to reduce communication
distances between people with hearing impairments and
society. The main problem here is the lack of representative
training datasets. Popular and published sign language
video datasets include: Word-Level American Sign
Language [1, 2], including 2000 American Sign Language
signs; RWTH-PHOENIX-Weather 2014T [3] — dataset of
German Sign Language. The most representative dataset
is the Indian Sign Language dataset [4] which contains
4287 videos depicting 263 words with 15 different word
categories that will be further used to test the method
developed by the authors.

It should be noted that all available video data with
gestures is formed in the form of a sign language dictionary
and is intended primarily for training deaf people and
sign language interpreters and cannot be used for training
automatic gesture recognition systems because the number
of samples is too small and will lead to overfitting [5].
To create a dataset for use in a deep learning model for a
sign language recognition task, you can use the following
methods:

— Manual method involving a large number of actors
who speak sign language, with different body sizes
at different ages. This method produces very good
data sets, but requires a lot of time and effort. There is
currently no published sign language dataset that meets
the above standards.

— Automatic method based on Generative Adversarial
Network (GAN), including discriminatory and
generative networks [6], where the discriminatory
network is responsible for trying to distinguish real data
from fake ones, and the generative network generates

fake data, and the goal is to generate data that is most
similar to the real ones, which makes the discriminator
indistinguishable [7]. GAN technology allows you to
generate another face from the original face [8], various
human poses [9], learn modeling from individual
images and videos [10], and create new data samples
containing invisible objects [11]. These techniques
implement affine transformations and do not reflect
the real variability of sign language gestures where the
deflection angles of skeletal elements and movement
trajectories play a decisive role.

— The method for generating simulations of poses and

gesture forms uses calculations of vector coordinate
transformations in space and the addition of random
noise based on the features of frame coordinate points
extracted from the MediaPipe library. This method
generates a large number of data samples, reduces
computation time, and is not complex but very efficient.
The characteristic of this method is that data samples
are generated from an initial data sample (one-shots).
The details of the method are presented in the next
section.

Presentation of the Research Problem

Extracting coordinate features of gestures in sign
language videos using the MediaPipe library

MediaPipe! is a fast, compact and powerful solution
for solving artificial intelligence problems, such as object
detection, hand landmark detection, gesture recognition,
image generation, etc. [12—16]. In our study, the MediaPipe
library will be used to extract the coordinates of objects
associated with sign language gestures. Fig. 1, a, b
describes the location coordinates of the characteristic

I Available at: https://developers.google.com/mediapipe

(accessed: 22.11.2023).
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Fig. 1. Extraction of coordinate features of sign language gestures in video (a, b) and representation in vector space (c).
1-24 — skeleton key points

points of interest to us. Fig. 1, ¢ converts coordinate objects
into vector space.
We can summarize the main research problem of
creating a dataset from one-off data as follows (Fig. 2).
The input sign language video sample will be processed
on every frame. At time ¢, corresponding to the i frame,
the MediaPipe library will extract the coordinates [x, v, z],
where the X, Y coordinates are local to the region of interest
and range from [0.0, 255.0]. The Z coordinate is measured in
“image pixels” as the X'and Y coordinates and represents the
distance relative to the subject’s hip plane which is the origin
of the Z axis. A K-means clustering model is used to ensure
consistency in the number of frames characterizing gestures
in a sign language video, and to set the input parameters

Sign language videos

A 4

Extract coordinate features of gestures for each
frame using mediaPipe library

A 4

Extract the number of characteristic frames for
the video using the K-means clustering algorithm

Generate sign language videos imitating the
original video sample with a previously set
number of video-specific frames

Imitator 1

for a neural network model processing time series data.
After obtaining data frames typical of a video, we proceed
to compute a vector coordinate transformation in space to
generate video samples that mimic the original standard
video. The problem with generating multiple video samples
that mimic the original standard video is the following.

Available data. A sign language dictionary with the
meaning of each word provided by a sign language expert.
We consider these to be standard sign language gestures.
To resemble the process of simulating real-life activities,
the original sample video was named “teacher video”. The
created video samples are video simulators.

Task. It is necessary to create videos of imitators
imitating the teacher’s gestures.

Teacher

Imitator 2 Imitator 3

Fig. 2. Summary of the process of generating sign language data samples from an input video sample (@) and simulating the
generation of gestures that imitate the teacher's gestures (b)
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Data samples have the following two important
properties:

Property 1. Different physical parameters of sign
language speakers;

Property 2. Different amplitudes of deviations of
skeletal elements.

Based on the above two properties, to generate a data
sample according to property 1, we will use the method of
calculating and transforming coordinates in vector space.
To generate a data sample according to property 2, we need
to add random noise to the characteristic coordinate points
obtained after building properties 1 & 2. In the next section,
we will analyze and present this method in detail.

Generating multiple samples of sign language video
data from the original sample

Generating imitator gesture samples based on
the original standard gesture samples by computing
coordinate transformations in vector space

Let A, be the point space of gesture feature locations
in the sign language video, extracted at the ## frame in the
input video. @ is the selected association map that turns 2
points into vector A, ;.

We can then write in general form:

®: A, xA,—V,

where V, is the vector space at the 7 frame.

According to the rule for selecting linked coordinate
points in the vector space at the 1 frame, every 2
consecutive points in the index order set in the MediaPipe
library are listed in Fig. 1, a will form a vector. Then,
choosing k consecutive points will represent a geometric
feature of a sign language gesture. In fact, this geometric
feature characterizes the movement tendency of an object
in space.

The (v9, v}, v2, ..., v& € V,) are vectors in the vector
space V,, and (v, v}, v2, ..., vk € V) are vectors in the
vector space V, at the ¢ and ¢ frames extracted from the
given standard sample video.

There exist the mappings F = (£, £}, 2, ..., f,tk) with
linear transformations:

SV = v

Similar to the sign language gesture video of the
generated imitator, we also have: (u?, ud, v, ..., u? € U)
which are vectors in the vector space U, and (u?, u?, u?,
..., u? € U,) are vectors in the vector space U, at the #"
frame and ¢’ are generated based on the # and ¢ frames
of the input standard video. There exist the mappings

G = (g, gl g%, ..., g) with linear transformations:
gi(u;) = uj.

We need to generate a video of the imitator with the
number of frames and frame order being the same as the
typical number and frame order of the teacher’s video.
Considering at the #" frame, choose n consecutive vectors
in one frame of the teacher’s video and the imitator video
to form a geometric shape. When having the same viewing

angle and the same linear transformation, the property of
distance between two points is preserved. So, to compare
the geometrical similarity of the teacher and the imitator,
we will compare the angular deviation between pairs of
corresponding vectors. The error in geometric similarity is
calculated according to the following formula:

|1 . abs((v) v}) — (u) U}))]X

(v vi)

£=

I abs((vL v?) — (u), u%))l

1+
(v vd)

[1 + abs((vi' vi) — (u! u;’))l,

v

where (v9, v1) is the angle between two vectors (v? and v});
abs((V9, v}) — (w0, ul)) is the absolute value of the angle
difference between (v?, v}) and (u?, ul).

Maximum geometric similarity is achieved when
(uf, uf'1) = (v, Vi) then:

u/fh =it A > 0. (1)

Calculate the value of coefficient L. According to the
property of preserving the length relationship between
vector u/ and v/ we have:

luil v
— =" 2
v )

where |u/| is the length of vector u/.
From (1) and (2) we can calculate:

_ ui

v

Adding a noise to each point after the calculation

The task is performed in three-dimensional coordinate
space Oxyz. Adding noise is intended to bring the
calculation results closer to reality. Noise is the error
between the MediaPipe library point detection prediction
accuracy, the similarity between the simulator and the
original standard gesture, and the error due to perspective
changes. Noise will be added to the point M(x, y, z) and
the point M'(x + €, y + ¢, z + ¢) will be formed, where
¢ =random (-0, 0), ¢ is the threshold value of adding
random noise. A larger threshold value means a larger
discrepancy.

Testing and results

To evaluate the effectiveness of the proposed method,
we build a word-level sign language recognition model
with a set of input data in the form of videos in Indian
Sign Language and a Gated Recurrent Unit-Long Short-
Term Memory (GRU-LSTM) neural network [17] used for
sign language recognition in time series. The choice of the
Indian data set (the same for all languages and dialects in
India) for testing is due to its greatest representativeness.
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The MediaPipe library was used to extract the coordinate
features of the data points. The data set is published on the
website zenodo.org!.

We randomly select 60 words to test. Each segment is
a video of one ISL sign recorded by deaf students from St.
Louis School for the Deaf, Adyar, Chennai. For each word
there are 15-20 data samples. For each word, we take only
one data sample corresponding to one video. The remaining
input videos are used as the test set. We consider the video
selection as a given standard gesture.

Training data set. We use the MediaPipe library to
extract 75 sign language gesture features for each frame.
Each object point is given as x, y, z coordinates, so the
data size is 75 x 3 = 225. 20 frames will be extracted
from each video using K-means clustering method. We
generate 100 data samples for each word. To generate data
samples for a word, we include images to obtain the initial
source frame size for the simulator. Then we calculate the
vector transformation in space to create the next frames.
In addition, we also set random scale values to increase

I Available at: https://zenodo.org/records/4010759 (accessed:
22.11.2023).

4 O 20231206-100434/train
categorical_accuracy O 20231206-100434/validation

1.0
0.8
0.6
0.4
0.2

0.0

0 40 80

the amount of data in the model. So the size of the training
dataset is (6000, 20, 225).

Test dataset. The MediaPipe library is used to extract
sign language features from videos and is stored as a numpy
file. Since the number of videos collected varies, the total
number of videos we tested was 782 videos of 60 Indian
Sign Language words. Test data set size: (782, 20, 225).

We use the GRU neural network to train a model to
recognize Indian Sign Language at the word level. The
GRU-LSTM neural network is a compressed variation
that improves the computation speed faster than the LSTM
neural network [18-20]. When processing time series data
in a GRU network structure, the deleted element helps to
capture short-term dependencies in the time series, and the
update element helps to capture long-term dependencies in
the time series. The training and testing results are shown
in Fig. 3 and Fig. 4.

The graph shows a big difference in the changes in
the values of the training data and test data. This is not
overfitting. The reason is that the test set data is very small
compared to the training set data, in addition, the data in
the test set is not evenly distributed in quantity. During
training, we choose the batch size value to be 256. This

120 160 epoch

Fig. 3. Accuracy of the model training process over each epoch

2 O 20231206-100434/train

loss
O 20231206-100434/validation

120

160

Fig. 4. Value of loss over each epoch during model training
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Fig. 5. Example showing different samples for the same gesture in the Vietnamese sign language data set

value is much larger than the number of class samples in
the test set. The result of the model accuracy evaluation is
that 745 videos were correctly classified out of a total of
782 input videos, which is equivalent to 95.26 %. Detailed
information about the training process is provided in the
following link!.

The method tested in this way allows us to generate
multiple data samples for the Vietnamese Sign Language
(ViSL) dataset. The Vietnamese Sign Language dictionary
contains 4364 words, each word contains a sample of data.
We enriched the dataset by generating 100 data samples
from each word. The Vietnamese Sign Language dataset
contains 436,400 samples describing the meanings of 4,364
words in Vietnamese Sign Language, the data samples
are stored as numpy files. Fig. 5 example shows different
samples for the same gesture “Hello!” in the Vietnamese
sign language data set.

Vietnamese Sign Language dataset and code
downloaded and updated here2.

I Available at: https://github.com/DangKhanhITMO/
oneshotsViSL/blob/main/ViSL_v2.ipynb (accessed: 22.11.2023).

2 Available at: https://github.com/DangKhanhITMO/
oneshotsViSL (accessed: 06.12.2023).
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