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Abstract

Modern artificial intelligence (AI) technologies are being used in a variety of fields, from science to everyday life.
However, the widespread use of Al-based systems has highlighted a problem with their vulnerability to adversarial
attacks. These attacks include methods of fooling or misleading an artificial neural network, disrupting its operations, and
causing it to make incorrect predictions. This study focuses on protecting image recognition models against adversarial
evasion attacks which have been recognized as the most challenging and dangerous. In these attacks, adversaries
create adversarial data that contains minor perturbations compared to the original image, and then send it to a trained
model in an attempt to change its response to the desired outcome. These distortions can involve adding noise or even
changing a few pixels. In this paper, we consider the most relevant methods for generating adversarial data: the Fast
Gradient Sign Method (FGSM), the Square Method (SQ), the predicted gradient descent method (PGD), the Basic
Iterative Method (BIM), the Carlini-Wagner method (CW) and Jacobian Saliency Map Attack (JSMA). We also study
modern techniques for defending against evasion attacks through model modification, such as adversarial training and
pre-processing of incoming data, including spatial smoothing, feature squeezing, jpeg compression, minimizing total
variance, and defensive distillation. While these methods are effective against certain types of attacks, to date, there is
no single method that can be used as a universal defense. Instead, we propose a new method that combines adversarial
learning with image pre-processing. We suggest that adversarial training should be performed on adversarial samples
generated from common attack methods which can then be effectively defended against. The image preprocessing aims
to counter attacks that were not considered during adversarial training. This allows to protect the system from new
types of attacks. It is proposed to use jpeg compression and feature squeezing on the pre-processing stage. This reduces
the impact of adversarial perturbations and effectively counteracts all types of considered attacks. The evaluation of
image recognition model (based on convolutional neural network) performance metrics based was conducted. The
experimental data included original images and adversarial images created using attack FGSM, PGD, BIM, SQ, CW, and
JSMA methods. At the same time, adversarial training of the model was performed in experiments on data containing
only adversarial examples for the FGSM, PGD, and BIM attack methods. Dataset used in experiments was balanced.
The average accuracy of image recognition was estimated with crafted adversarial imaged datasets. It was concluded
that adversarial training is effective only in countering attacks that were used during model training, while methods of
pre-processing incoming data are effective only against more simple attacks. The average recognition accuracy using
the developed method was 0.94, significantly higher than those considered methods for countering attacks. It has been
shown that the accuracy without using any counteraction methods is approximately 0.19, while with adversarial learning
it is 0.79. Spatial smoothing provides an accuracy of 0.58, and feature squeezing results in an accuracy of 0.88. Jpeg
compression provides an accuracy of 0.37, total variance minimization — 0.58 and defensive distillation — 0.44. At
the same time, image recognition accuracy provided by developed method for FGSM, PGD, BIM, SQ, CW, and JSMA
attacks is 0.99, 0.99, 0.98, 0.98, 0.99 and 0.73, respectively. The developed method is a more universal solution for
countering all types of attacks and works quite effectively against complex adversarial attacks such as CW and JSMA.
The developed method makes it possible to increase accuracy of image recognition model for adversarial images.
Unlike adversarial learning, it also increases recognition accuracy on adversarial data generated using attacks not used
on training stage. The results are useful for researchers and practitioners in the field of machine learning.
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AHHOTaNMSA

Beenenne. CoBpeMeHHbIE TEXHOIOTUH CKYCCTBEHHOTO MHTEJTIEKTA HAXOST MPHMEHEHHE B PA3IMIHBIX 001aCTIX HAyKU
1 TOBCEIHEBHOM kn3HH. [loBceMecTHOE BHEIpEeHNEe CHCTEM, OCHOBAaHHBIX HA METOJaX MCKYCCTBEHHOTO MHTEIIEKTa,
BBIIBIJIO TTPOOJIEMY HX YSI3BIMOCTH TePe]] COCTA3aTENbHBIMI aTaKaMH, BKITIOUAIOIIMMH METOIBI 0OMaHa NCKYCCTBEHHON
HEMPOHHOH CeTH U HapyIIeHHs ee paboThl. B paboTre 0CHOBHOE BHEMaHHUE y/IENICHO 3aIUTe MOJeIel pacrio3HaBaHHs
N300paKeHNIT OT COCT3aTENbHbIX aTaK YKIOHSHNUS, IPU3HAHHBIX B HACTOsIIIIee BpeMst Hanbosiee omacHeIMH. [1py Takmx
aTakax CO3JAI0TCsl COCTS3aTeNbHBIE JaHHbIE, COJepIKalliie HEe3HAUNTEIbHbIE NCKaXXEHHUSI OTHOCUTEIILHO HCXOHBIX,
U MIPOMCXOJUT OTIPaBKa X HAa OOYYEHHYIO MOJIEJNb C LIEIbI0 M3MEHEHHs €€ «OTBETa» Ha BapHaHT, HEOOXOAUMBII
3JIOYMBIIIJIEHHUKY. NckaxeHus MOT'YT BKJIKOYaTh )106aBJ'leHl/Ie myma Ui UBMEHEHUE HECKOJIbKUX ITUKCEIIOB
n3o0paxeHus. PaccMoTpeHsl Hanbosee akTyanbHbIE MTOAXO/bI K CO3AHUIO COCTA3aTENbHBIX JAHHBIX: METOJ OBICTPOTO
rpaguenta (Fast Gradient Sign Method, FGSM), metox kBanpara (Square Method, SQ), MeTox mporHo3upyemoro
rpamuenTHoro cirycka (Predicted Gradient Descent, PGD), 6a30Bb1ii ntepatuBHbIil MeTon (Basic Iterative Method, BIM),
metox Kapinan u Barnepa (Carlini-Wagner, CW), meton kapT 3HaunmoctH Slkoduana (Jacobian Saliency Map Attack,
JSMA). HccnenoBansl cOBpeMEHHbBIE METOABI IIPOTUBOJICHCTBHS aTakaM yKJIOHEHUsI, OCHOBAaHHBIC Ha MOAM(HKAIIN
MOJIETIH — COCTsI3aTeIbHOe 00y4eHNe U MpeBapuTelbHas 00paboTKa MOCTYNAIOINX JaHHBIX: IPOCTPAHCTBEHHOE
CrIaKMBaHue, cxarue npusHakoB, JPEG-ckarue, MUHIME3aIMs o0wel qucrepcuy, 000pOHUTENbHAS AUCTHILISLINS.
O1r MeTobl 3G(GEKTUBHBI TOJIBKO MPOTUB OMPEACICHHBIX BHI0B aTak. Ha CeromHsmIHUN TeHb HU OIMH METO.I
MPOTHBOJCHCTBHUS HE MOXKET OBITh MPUMEHEH B KaueCTBEe YHUBEpCAIBHOTO penieHus. Meroa. [Ipeanosxken HOBBII METO,
COYETAIOIINH COCTA3aTeNbHOE O0yUEHHE C MPEABAPUTENLHON 00paboTKol n300paxkenuil. CocTs3arensHoe 00ydeHne
BBITIOJTHEHO Ha OCHOBE COCTAI3aTeIbHBIX JaHHBIX, CO3/IaBAEMBIX C PACTIPOCTPAHEHHBIX aTaK, YTO MO3BOIISET H(P(hEeKTHBHO
1M npoTHuBozeiicTBOBaTh. [IpenBapurensHas 06padoTka H300paXkeHnH peTHa3HaYeHa JUTST IIPOTUBO/ICHCTBHS aTakaM,
KOTOpBIE HE YUUTHIBAINCH IIPH COCTSA3aTEIbHOM OOYYEeHUH, YTO JaeT BO3MOXKHOCTH 3aIIUTHUTh CHCTEMY OT aTak
HOBBIX THITOB. OOpaboTka ocymecTsieHa MetogoM JPEG-cxkarust n coxaTusi IPU3HAKOB JUIsSl YMEHBIICHWS BIVISTHUS
COCTSI3aTeNIbHBIX HCKaXKEHHH U Gosiee 23 (HEeKTUBHOTO IPOTHBOICHCTBHSI BCEM BH/aM PACCMOTPEHHBIX aTak. OCHOBHBIE
pe3yabrathl. [IpoBeseHa olleHKa MMoKa3aTesel KauecTBa paclo3HaBaHUs N300pakeHNi Ha OCHOBE MCKYCCTBEHHOW
HEeHpPOHHOI ceTH. DKCTIepHUMEHTAbHBIE JaHHBIE BKITIOUAI OPUTHHAIBHbBIE U M3MEHEHHbIE H300pakeH s, CO3AaHHBIE C
HCTIONB30BaHHEM MeTo0B arak TirnoB FGSM, PGD, BIM, SQ, CW, JSMA. Ilpu 3toM cocTs3aTenbHOe 00y4deHe MOACITH
B HKCIEPUMEHTAX BBIMOIHEHO HA JAHHBIX, COAEPIKAIINX COCTA3aTEIbHbIE IPUMEPHI TOIBKO It MeTonoB aTak FGSM,
PGD, BIM. Habop naHHBIX, HCIONB30BAHHBIN B SKCIIEPUMEHTAX, SIBISUICS cOaTaHCHpOBaHHBIM. OIeHeHa CpemHss
TOYHOCTB PACIIO3HABAHUS N300pKEHUH, B YCIOBHSIX OTIIPABKU Ha MOZICITb H300PaKEHHUH, CO3JAHHBIX C UCIIOJIb30BAaHUEM
YKa3aHHBIX BHJIOB aTtak. CenaHbl BBIBOJIBI, UTO COCTSI3aTeNbHOE 00ydeHne 3(QGEeKTHBHO TOIBKO ISl HPOTHBOACHCTBHS
arakam, KOTOpBIE HCIIOJIb30BAINCH BO BpeMsl 00yUeHHUs MOJIEIH, @ METO/IbI IIPEABAPHUTEIbHOI 00pabOTKH TOCTYIAIONIHMX
JAHHBIX 3(1)(1)BKTI/IBHI>I TOJIBKO IPOTUB 60nee IMPOCTHIX aTax. Cpe)IHﬂﬂ TOYHOCTb pacCliO3HaBaHUA B ClIy4ac MIPUMEHCHUSA
paspabotanHoro merona coctasuia 0,94, 4To CymIECTBEHHO BBILIE PACCMOTPEHHBIX METOI0B NMPOTUBOACHCTBUS
arakaM. [lokazaHo, 4TO TOYHOCTH 0€3 MPUMEHEHHUSI METOAOB MPOTUBOACHCTBUS COCTABISAET BeTHUUHY okoio 0,19,
a mpu coctazatenbHoM o0ydeHnn — 0,79, mpoctpancTBeHHOM crnaxkuBaHun — 0,58, cxxatnn npusHakoB — 0,88,
JPEG-cxarim — 0,37, muanMuzanmn ooieit qucnepenn — 0,58, o6opornTensHo# quetmusiius — 0,44. [lpu stom
TOYHOCTH pacno3HaBanus npu arakax FGM, PGD, BIM, SQ, CW, JSMA cocrasuina coorserctBerHo 0,99, 0,99, 0,98,
0,98, 0,99, 0,73. Pa3paboTaHHBII METO] NpPEJCTABISET OOJIee YHHBEPCAIBLHOE PEIIeHNe 110 IPOTHBO/ICHCTBHIO BCEM
BUJIaM aTaK, a TAKXKe JOCTATOYHO d(P(PEeKTHBHO paboTaeT MpH MPOTUBOJCHCTBUH CIIOXKHBIM COCTSI3aTE/ILHBIM aTakaM,
takuM kak araku CW n JSMA. O6cy:xnenune. PazpaboTanHbIi METO/] MO3BOJISIET TOBBICHTH TOYHOCTH PacliO3HABAHMS
C MPUMEHEHNEM MAIIMHHOTO 00YYeHHMs MPH aTakaxX yKJIOHEHHS U, B OTIIMYHE OT COCTA3aTETbHOrO 00yUeHus], OBBIIIAET
TOYHOCTb PACTIO3HABAHMS HA COCTSA3aTENbHBIX JAHHBIX, CO3AaBAEMbIX C MPUMEHEHHEM aTaK, He HCTOIb30BAHHbIX MTPH
o0yuenun. [lomyueHHbIe pe3ymbTaThl TOJTE3HBI HCCIEI0BATENAM 1 CIICIMAIICTaM B 00JACTH MAIIMHHOTO O00yIeHHS.
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KunrwuesBble cjioBa
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Introduction

Artificial Intelligence (Al) and Machine Learning (ML)
methods are constantly being improved and applied in the
most diverse areas of modern life. Al-based systems are
vulnerable to attacks, so called adversarial attacks [1].

An adversarial attack is a generalized name for attacks
on Al systems including methods of deceiving a Neural
Network (NN) to change the system “response” to what the
attacker needs and disrupt its performance. These attacks
can be performed both at the stage of training the model,
and at the stage of its operation [2]. They can be carried out
on image recognition systems (photo, video, audio) and are
implemented using adversarial samples — data samples in
which minor perturbations have been introduced, leading
to incorrect recognition [3]. Such perturbations can include
adding noise or changing several pixels in the image. The
important fact is that the distortions are invisible to humans.

For example, in biometric systems, adding noise or
pixels to a person’s face image can cause the system to
misidentify them. This manipulation increases the security
risks for information systems and allows attackers to gain
unauthorized access. NN are most susceptible to these
attacks, but some classical ML methods are also vulnerable,
such as the support vector machine.

The relevance of this research is due to the increasing
use of information systems powered by Al, and the rise in
security risks associated with adversarial attacks on these
systems.

The goal of this study is to improve the accuracy of
an image recognition model based on a convolutional NN
under conditions of adversarial evasion attacks.

The image recognition problem considered in this work
is a multi-class classification task where an image must be
categorized into three or more classes. In adversarial evasion
attack images are perturbed in such a way that the model is
unable to correctly classify them. So, the image recognition
task in conditions of adversarial attacks is to correctly
classify both normal images and adversarial images.

The practical significance of this study lies in the
development of a new method for countering adversarial
evasion attacks in information systems based on Al. This
method, which we refer to as Counter-Evasion Adversarial
Attack (CEAA), will help to protect Al-based systems from
these attacks.

The research aims to create and integrate a method
that can counter adversarial evasive attacks targeting Al-
based information systems. It involves the development
and theoretical description of a specific algorithm designed
for this purpose. This method is then integrated into the
Al-based system. Experimental studies are conducted to
evaluate the quality and effectiveness of the method as well
as to compare it to other state-of-the-art methods.

Related research

The first who discovered the susceptibility of NN to
adversarial attacks were Christian Szegedy, Wojciech
Zaremba et al. [1]. They proposed a rather controversial
explanation for this phenomenon linking it with the
extreme nonlinearity of deep NN in combination with
insufficient model averaging and insufficient regularization
of the controlled learning task. Then Carlini et al. [4] and
Zhang et al. [5] independently found vulnerabilities in
automatic speech recognition and voice control systems.
Kurakin et al. [6] have shown attacks on autonomous
vehicles where an adversarial attack manipulates road
signs to trick a trained NN. Since Shegedi’s discovery,
scientists have focused on Adversarial Learning (AL) to
improve the security of NN. Also in recent years, various
methods of protection against adversarial attacks have been
proposed. All the proposed defense mechanisms proved
to be effective against certain classes of attacks, but none
of them can be used as a universal solution for all types
of attacks. In addition, the implementation of protection
methods can lead to a decrease in the performance and
efficiency of the NN.

In this study, we have considered adversarial attacks on
information systems that perform image recognition tasks.
These include systems for biometric identification, medical
image classification [7], and countering the distribution of
illegal content [8].

This paper focuses on the following types of
evasion attacks which are the most common due to the
ease of their implementation for the attacker (software
implementation in many well-known software libraries and
low requirements for computing resources):

— Fast Gradient Sign Method Attack (FGSM) [3];

— Square Method Attack (SQ) [9];

— The Projected Gradient Descent Attack (PGD) [10, 11];
— The Basic Iterative Method Attack (BIM) [12];

— Carlini and Wagner Attack (CW) [13];

— Jacobian Saliency Map Attack (JSMA) [14].

Important to note that these attacks have a high success
rate, do not require information about the target model,
and are resource efficient from the attacker’s point of view.

The increasing threat of the adversarial attacks is widely
known and described in reports from the IT-companies!, the
government?, and the intelligence services [2]. However,

L' IBM, Trustworthy Al [Electronic resource]. Available at:
https://research.ibm.com/topics/trustworthy-ai, free. In Russian
(accessed: 19.02.2024).

2 National Cyber Security Centre NCSC, Annual Review
2023 [Electronic resource]. Available at: https://www.ncsc.gov.
uk/collection/annual-review-2023/technology/case-study-cyber-
security-ai, free. In Russian (accessed: 19.02.2024).
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for the moment, most of scientific research focuses on
attacks itself, not on the countermeasures.

Depending on the measures taken, it is possible
to classify the protection methods into modification of
training or input data, models modification, and using
auxiliary tools.

Data modification can be performed during model
training or when the model is deployed within the system.
This does not require any additional configuration
of the model or extensive calculations. Methods
within this category include AL, portability blocking,
data randomization, data transformation, and data
compression.

In model modification, changes are made to the original
model architecture or model parameters (by adding extra
layers or sub-networks, changing the loss or activation
function). This does not require modifying the input data
or generating Adversarial Examples (AEs) for training,
but it does affect the complexity of model training and the
architecture of the model. Examples of methods in this
group include gradient masking, defensive distillation,
feature squeezing, Deep Contract Network, model masking,
and the use of Parseval Networks.

Using auxiliary tools helps to keep the original model
intact while adding external models to defend against
attacks. These techniques are quite effective in the face
of black-box and white-box attacks. However, the main
limitation of these tools is that they are quite complex to
set up and configure. Some examples of such tools include
Defense-GAN and MagNet.

An analytical review of relevant papers in this research
has allowed us to identify the most effective methods for
countering the attacks mentioned above. These include:
— Data modification:

— adversarial Learning (AL) [15];

— JPEG Compression (JC) [16];

— total Variance Minimization (TVM) [17];

— feature Squeezing with reducing the color bit depth

(FS) [18];

— spatial Smoothing (SS) [18].
— Model modification:

— defensive Distillation (DD) [19].

One of the promising methods for countering
adversarial attacks is AL. The basis of this method is the
addition of AEs to the training dataset, which leads to
an increase in the model accuracy on adversarial data.
This allows the model to correctly classify both original
images and adversarial examples. However, there is no
way to account for adversarial attacks of unknown types,
which limits the effectiveness of AL. The method is only
effective against adversarial attacks that were included in
the training process. Additionally, it is not resilient to black-
box attacks where the attacker creates AEs using a locally
trained model.

The main idea behind the JC is that the input data is
transformed into a more condensed form which is then
passed on to the model for processing. This process aims
to preserve the structure of the input data while making it
more challenging or impossible for an attacker to attack

the model directly. Compression can help reduce the model
sensitivity to minor changes in the input, which can be
exploited by an adversary to carry out an adversarial attack.
The JC has several benefits when it comes to defending
against such attacks. By reducing the model reliance on
small changes in input data and reducing the amount of
available information to an attacker, the attack becomes
less effective.

An alternative approach to address adversarial
perturbations is the TVM method which uses a compressed
sensing technique that combines pixel dropout and
minimization of total variation. In this method, a small
subset of pixels is randomly selected, and then an image
corresponding to those pixels is reconstructed. The
resulting image is free of adversarial perturbations. The
JC and TVM methods are quite effective against FGSM
and SQ adversarial attacks, but they still cannot provide
effective protection against more powerful adversarial
attacks such as CW attacks.

The main idea behind FS is to simplify the data
representation thus reducing the impact of low-sensitivity
attacks. If models are trained on the same data but with
different levels of FS, the results of their work will be
similar. Meanwhile, an AE that works successfully on
the original model is unlikely to work on another model.
By calculating the pairwise difference between the
outputs of the original and additional models, selecting
the maximum value from them, and comparing it to a pre-
determined threshold, it can be concluded that an input
example is adversarial. There are two heuristics methods:
reducing the color depth, which means encoding the
color with fewer values, and using a smooth filter on an
image (SS).

SS (also known as blurring) is a set of techniques used
in image processing to reduce noise in images or to create
a less pixelated output. Smoothing techniques are either
local (using nearby pixels to smooth each individual pixel)
or non-local (using larger areas instead of nearby pixels).
However, the SS method itself has some limitations. This
method is not very effective against certain types of attacks,
and using it alone to counter adversarial attacks may not
result in an acceptable level of model performance when
implementing attacks. While FS and SS methods can
effectively prevent certain attacks, they can also reduce
the accuracy on real-world data.

DD uses two-stage data processing through distillation.
Distillation is a training procedure in which a model is
trained to predict probabilities obtained from another model
that has previously been trained. The advantage of this
approach is that it provides a smoother loss function that is
more generalizable for an unknown dataset and has higher
accuracy even with AEs. However, with the rise of black-
box attacks, DD methods can be easily bypassed due to the
robustness of AEs against all models.

The developed CEAA method combines both the AL
approach and processes the images provided as input to
the model in order to reduce the impact of adversarial
perturbations on the model.
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A new method for countering evasion adversarial
attacks on information systems based
on artificial intelligence

In general, an information system based on Al has the
following components:

— a source of input data;

— an input data processor which prepares the data for
transfer to the ML model (this could be any type of NN
or “classical” ML algorithms);

— the ML model itself;

— a model output handler.

The input data processor is responsible for cleaning
and transforming the raw data into a format that is suitable
for the ML model. This could involve removing outliers,
normalizing data, or performing other pre-processing steps.
Once the data is prepared, it is passed on to the ML model
which uses algorithms such as deep learning or statistical
models to analyze it. The model then generates predictions
or outputs based on the input data. Finally, the model output
is processed by the output handler, which may involve
further refinement or interpretation of the results. This
ensures that the information system provides accurate and
reliable output.

The generalized scheme of an information system based
on Al is shown in Fig. 1.

The proposed CEAA method is designed to create
image recognition models (NN or ML-model) that are
resistant to adversarial evasion attacks. It aims to counter
these attacks by changing the existing model and adding a
data processing unit to the input.

The CEAA method includes two stages: AL of a model
(M) and preprocessing data supplied to the input of the
model. A flowchart of the developed CEAA method is
shown in Fig. 2.

At the stage 1 the following steps are performed:

— import of a dataset (data) containing original images
without adversarial attacks;

— generation of an adversarial dataset (advData) by
implementing adversarial attacks on the original
dataset;

— training the model M on an advData;

— validation of the model M on advData;

— saving the model M.

The stage 2 involves preprocessing the data that is fed
into a model, M. This stage is based on techniques for
modifying the data to protect against adversarial attacks.
Specifically, it involves transforming an image in order
to reduce the impact of adversarial perturbations on the
classification outcome. This process involves the following
steps:

1) obtaining an image (sample);
2) sample transformation to obtain sampleB using:

a) feature squeezing method;

b) JPEG compression method;

3) transferring the sampleB to the input of the model M

prepared at the stage 1;

4) recognition of sampleB, that is equivalent of the input

sample, with model M.

The scientific novelty of the method is characterized
by the original combination of methods for countering
adversarial attacks: AL of a model and data transformation.

Integration of the developed method for countering
adversarial evasion attacks with information systems
based on artificial intelligence

Thus, the method consists of the following blocks: input
data processing and training resistant ML model on AEs.

The input data preprocessing stage performs image
modification functions in order to reduce the effect of
adversarial perturbations on the model. The model trained
on AEs performs the function of classifying input data.

After embedding the proposed method for counteracting
adversarial attacks, the general block diagram of a data-
driven Al-based information system will take the form
shown in Fig. 3.

Thus, after integrating the proposed method of
countering adversarial evasion attacks into the information
system, the system would operate in the following way:
— collection of input data from sensors or data stores;

— transformation of input data to ensure correct work with
the model,

— transformation of the image to minimize the impact of
adversarial distortions on model operation;

— processing of the transformed data using the model to
generate the output;

— taking action based on the output from the model.

A generalized scheme of the Al-based system, after the
integration of CEAA, is shown in Fig. 4.

Input data /

——
/ Data / E :
1P Modeld |
Q" | —
| Data collectionand | yf Training of ML L P Model B » Decision making | |
! storage model(s) o '
‘ Training stage, E E
' ModelN |- E

Fig. 1. Generalized scheme of Al-based system
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Fig. 2. Flowchart of the developed method for countering adversarial evasion attacks on information systems based on Al
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Fig. 3. Generalized block diagram of an information system based on Al, with the integration of the proposed method for countering

adversarial evasion attacks
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Fig. 4. Generalized scheme of Al-based system after integration of CEAA

Input data
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l
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with the model

l

Data modification to reduce the impact of
adversarial perturbation on the operation
of the ML model

|

Processing the modified data using
the ML model

Returning outputs of the
ML model

Action taken based on the outputs of
the ML model

Fig. 5. Flowchart of the information system after the integration
of the proposed method

The algorithm of the information system after the
integration of the proposed method is shown in Fig. 5.

Experimental studies to assess the quality of the
developed method for countering adversarial evasion
attacks on Al-based systems

There are two main objectives of the experimental
research. The first is to evaluate the impact of the proposed
CEAA method on the accuracy, precision, and recall of
image recognition using a ML model (Convolutional Neural
Network, CNN) under adversarial evasion attacks. The
second is to assess the effectiveness of CEAA compared to
other existing methods for countering adversarial attacks.

Experimental setup

As mentioned above, the image recognition task that is
considered in this paper is a multiclass classification task.
In order to evaluate the performance of a classification
model, it is common practice to use the following metrics:
accuracy, precision, and recall.

The accuracy is calculated using the formula

TP + TN
TP+ TN+ FP+FN’

Accuracy =

(M

The calculation of precision is made according to the
formula

TP
Precision=—"—"—"—. 2)
TP + FP
The recall is calculated using the formula
TP
Recall =——. 3)
TP+ FN

Where TP (True Positive) — correctly classified
objects of a positive class, TN (True Negative) — correctly
classified objects of a negative class, FP (False Positive) —
incorrectly classified objects classified by the classifier
as positive, FN (False Negative) — incorrectly classified
objects, classified by the classifier as negative.

For experimental purposes, a CNN with the architecture
shown in Table | was developed. The selection of this
type of NN is based on its high accuracy in recognizing
and classifying images, as well as its smaller number of
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Table 1. Architecture of the CNN model used in experiments

Layer Output shape Activation function
Conv2D (None, 26, 26, 32) relu
MaxPooling2D | (None, 13, 13, 32) —
Conv2D (None, 11, 11, 64) relu
MaxPooling2 (None, 5, 5, 64) —

Flatten (None, 1600) —
Dropout (None, 1600) —
Dense (None, 10) softmax

adjustable parameters and its resistance to rotation and
translation of the recognized images. The choice of this
particular architecture is justified by its high accuracy rates
on test data, with only a small number of layers in the
network.

During the preparation of the experiments, the
following requirements were formed for the dataset: all
images must be square and have the same size in pixels in
order for them to work correctly with the NN; the data must
be labeled; the minimum number of images for one class is
500, and it should allow us to assess the accuracy of image
recognition in conditions of adversarial attacks, before and
after applying the CEAA method.

To train the model, the Modified National Institute
of Standards and Technology (MNIST) image dataset
was chosen as it is the most efficient in terms of model
preparation and is widely used by the scientific community
for experimental evaluation of protection methods against
adversarial attacks.

The dataset was balanced, meaning that each class
has approximately the same number of training and
testing samples as the other classes. There are 10 classes
in the dataset, with approximately 1,000 images per
class, resulting in a total of 10,000 samples. In all of the
experiments, the dataset was divided into training and
testing sets in a ratio of 80:20.

At first the CNN was trained on a prepared dataset
that did not contain adversarial attacks. The following
parameters were used: batch size — 128, number of
epochs — 15. The model was given the following name:
Image Recognition Model (IRM). The performance of IRM
was then evaluated according to formula (1), the accuracy
obtained was 0.9922.

Then based on the prepared dataset and the IRM model,
adversarial examples for FGSM, SQ, PGD, BIM, CW and
JSMA attacks were crafted, six independent adversarial
datasets were created.

After that to implement the AL stage of the developed
CEAA method, a second model was trained on data
containing only AEs for FGSM, PGD and BIM attacks.
The model was not trained on all considered attacks for
the purpose of evaluating the developed CEAA method
objectively. The performance of this model was evaluated
according to formula (1), the accuracy obtained was 0.9911.

Evaluation of the quality of the image recognition
model under FGSM, SQ, PGD, BIM evasion attacks
before and after implementation of the developed
method

The aim of the experimental research is to determine
the accuracy, precision and recall of the image recognition
model, both before and after implementing the CEAA
method.

In two series of experiments the accuracy, precision,
and recall of image recognition were assessed using
formulas (1)—(3):

1) for the base IRM without any evasion attacks
countermeasures on normal images and adversarial
images;

2) for the image recognition model with the
implementation of the developed CEAA method on
normal images and adversarial images.

The inputs to the base IRM model and the model
prepared with CEAA were fed with images from the
generated datasets including images that had been subjected
to adversarial attacks, such as FGSM, PGD, and BIM. The
results of these experiments are presented in Table 2.

The results of the first set of experiments demonstrate
the vulnerability of the original model to adversarial
attacks. Although the model performance indicators on the
initial dataset are high, it would be easy for an attacker to
“trick” such a model with adversarial examples.

In the second set of experiments, the accuracy,
precision, and recall of the IRM after implementing
of the developed CEAA method were evaluated. The
results of these experiments showed that the values of
the performance metrics of the image recognition model
slightly decreased on the initial data after applying the
CEAA method. But at the same time, they increased
significantly in conditions of the implemented adversarial
attacks. It is worth noting that the model performance

Table 2. Comparison of accuracy, precision and recall of the image recognition using CNN under FGSM, SQ, PGD, BIM evasion
attacks before and after implementation of the developed method

Attack method Accuracy Precision Recall

Base IRM CEAA Base IRM CEAA Base IRM CEAA
No attack 0.9922 0.9887 0.9921 0.9886 0.9921 0.9886
FGSM 0.3754 0.9854 0.4563 0.9853 0.3764 0.9852
PGD 0.0735 0.9862 0.0811 0.9861 0.0747 0.9861
BIM 0.0671 0.9824 0.0671 0.9822 0.0686 0.9824
SQ 0.1695 0.9800 0.2155 0.9798 0.1721 0.9798
Average for all attacks 0.1714 0.9835 0.2050 0.9834 0.1730 0.9834
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Table 3. Comparison of the image recognition accuracy before and after implementation of the developed CEAA method with other
existing defense methods for various attack types

Adbversarial attacks defense method
Attack method IRM (NM) CEAA AL SS FS JC TVM DD
Accuracy
NA 0.9922 0.9887 0.9911 0.9686 0.9896 0.9921 0.7952 0.9916
FGSM 0.3754 0.9854 0.9871 0.7548 0.9659 0.4478 0.6508 0.5268
PGD 0.0735 0.9862 0.9872 0.1649 0.9284 0.0736 0.4772 0.0735
BIM 0.0671 0.9824 0.9827 0.1589 0.8301 0.0671 0.4749 0.0671
SQ 0.1695 0.9800 0.7992 0.5637 0.9766 0.4934 0.4021 0.6527
CcwW 0.4417 0.9873 0.9876 0.8930 0.8538 0.5651 0.7503 0.7406
JISMA 0.0011 0.7284 0.0010 0.9290 0.7410 0.5669 0.7175 0.5812
Average for all attacks 0.1881 0.9416 0.7908 0.5774 0.8826 0.3690 0.5788 0.4403

NOTE. IRM (NM) — without using any adversarial attack countermeasures, NA — normal images (without attacks).

remained acceptable even in the presence of adversarial
attacks, thus proving the effectiveness of the developed
CEAA method in counteracting adversarial attacks.

Evaluation the effectiveness of the developed method
of countering adversarial evasion attacks in comparison
with other existing methods

The aim of this experimental study is to compare the
developed CEAA method with the existing methods in
terms of accuracy.

In the series of experiments, the image recognition
accuracy was evaluated using formula (1) on adversarial
data, crafted with FGSM, SQ, PGD, BIM, CW, JSMA
attacks. Developed CEAA method was compared on
accuracy with various methods of countering adversarial
attacks (AL, SS, FS, JC, TVM, DD).

Normal and adversarial images were fed to the model
input:

— for the base IRM without any evasion attacks
countermeasures;

— for the image recognition model with the
implementation of the developed CEAA method;

— for the image recognition model with the AL, SS, FS,

JC, TVM, DD countermeasures;

— the results of the series of experiments are presented in

Table 3 and in Fig. 6.

It is worth noting the differences in indicators between
the CEAA method and the AL method. There is a slight
difference in accuracy between CEAA and AL for attacks
FGSM, PGD, BIT that were used to train the model in AL
method. However, at the same time, the developed CEAA
method produces much better results for attacks that were
not included during the AL, which can be clearly seen in
attacks such as SQ and JSMA. The accuracy for the CW
attack is approximately the same.

Average image recognition accuracy of the adversarial
data without any defense is around 0.19, and after
implementation of the developed method — 0.94. Method
performs better than the existing methods, accuracy of the
image recognition model only with Adversarial Learning
is 0.79, Spatial Smoothing — 0.58, Feature Squeezing —
0.88, JPEG compression — 0.37, Total Variance
Minimization — 0.58, Defensive Distillation — 0.44.

1.0

Average accuracy
for all attack types
o o
o

S o
[N

NM CEAA AL SS FS JC TVM DD
Adversarial attacks defense method

Fig. 6. Average image recognition accuracy on adversarial data
for various countermeasures

The experimental results indicate that the proposed
CEAA method is more effective in countering adversarial
evasion attacks than other methods analyzed. It provides
better image recognition accuracy compared to existing
methods. Therefore, the developed CEAA approach allows
for high performance indicators of a model, even when
adversarial attacks are present, which were not taken into
account when creating the adversarial model.

Conclusion and future work

In conclusion, the study on the development of a
method to counter adversarial evasion attacks in Al-based
information systems has shown promising results. When
using the novel method, there was a slight decrease in
model performance on initial data, but it significantly
improved resilience and accuracy against adversarial
attacks. Interestingly, performance remains acceptable even
under attacks highlighting the effectiveness of the method.

Comparative experiments also revealed that this method
outperformed existing techniques, especially against novel
adversarial attacks not considered during model training.
The significant improvement in model performance
against such unexpected attacks demonstrates the method
robustness and adaptability.

The developed method can counteract adversarial
evasion attacks. The novelty of the solution lies in the
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combination of adversarial learning and the preprocessing
of input data for the model. This approach has practical
value in improving the accuracy of the model under the
impact of adversarial attacks.

Future research will focus on optimizing information

systems based on artificial intelligence in order to
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