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AHHOTaNMSA

Bgenenne. [IpencrasineH 0630p COBpEMEHHBIX METOJIOB 1 TEXHOJIOTHH aBTOMaTHYECKOTO MAIIHHHOTO Cyp/IONIepeBOa,
BKJIIOYAIOIINX PACIO3HABAHKME U CHHTE3 KaK 3BY4alllel, TaK 1 KECTOBOM peur. PaccMOTpeHHbIe MeTOIBI IPeJHA3HAYCHBI
JIIs 06ecnequI/m 3(1)(1)6KTVIBHOI>’I KOMMYHUKAIlUU MEXIY TIIYyXUMH, CJ'[aGOCJ'IbILLIaLLIl/IMI/I W CHObIIIAIIUMHU JIFOAbMHU.
ITpennoxxeHHbIe PEIICHUS MOTYT HaWTH NPUMEHEHHE B COBPEMEHHBIX MHTepQeiicax 4el0BeKO-MaIIMHHOTO
B3auMoJeHCTBHUS. MeTofbl. PaccMOTpeHbI KiIroueBbIe aCTIEKThI HOBBIX TEXHOJIOTHIA, BKITIOUAst METO/IbI PACTIO3HABAHMS
1 CHHTE3a ’KeCTOBOH PedH M ayHOBH3YalbHOW PEdH, CyIIECTBYIONINE HAOOPHI JaHHBIX AT 00yUCHUS HEHPOCETEBBIX
MOJIeJIeH, a TaKKe COBPEMEHHBIE CHCTEMBI aBTOMAaTHIECKOTO MAIIMHHOTO CyponepeBoaa. [IpencraBieHs! akTyalbHbIe
HeHpoceTeBbIe ITOAXO0/bI, BKIIOUAIOIINE HCIIOIb30BaHIE METOI0B INTyOOKOro 00y4eHHs, TAKMX KaK CBEPTOUHBIE
1 peKyppeHTHBIe HeHpOCeTH, a Takke TpaHchopMepsl. [IpuBeieH aHAIN3 CYNIECTBYIONNX HA0OPOB JaHHBIX IS
00yueHHsI CHCTEM PAcIo3HaBaHHs M CHHTE3a pedH, MpoOIeM U OrpaHMYCHUH CYNIECTBYIOMINX CHCTEM MAIIMHHOIO
cypronepeBoga. OCHOBHBIE pPe3yJbTAaThl. BEISBIECHB OCHOBHBIC HEJJOCTATKU U KOHKPETHbIE MPOOIeMbI TEKYIIUX
TEXHOJIOTUH aBTOMAaTHUECKOTO MAIINHHOTO cypaonepeBoaa. OnpeneneHs! nepcrneKTuBHbIE MyTH UX pemreHus. Ocoboe
BHUMAaHHE YJEJICHO BO3MOXHOCTH MPUMEHEHHsI aBTOMAaTUYIECKUX CHCTEM MAIIMHHOTO CYypAONEepPEeBO/a B pealbHbBIX
ycnoBusix. O6cy:xaenue. [Tokazana He0OXOIUMOCTh JaIbHEUITNX UCCIIENIOBAaHUI B 001acTH cOopa U pasMeTKH
JMaHHBIX. Jloka3aHa 1esecoo0pa3HOCTh pa3paboTKM HOBBIX METOIOB M HEHPOCETEBBIX MOJAENEH, a TAKXKE CO3/IaHMs
MHHOBAIIMOHHBIX TEXHOJIOTHI IJIst 00pabOTKH ay[jio- U BUICOJAHHBIX C IIEJIBIO YITYUIICHNS Ka4ecTBa ¥ d()(EKTHBHOCTH
CYILECTBYIOIIMX CHCTEM aBTOMAaTHYECKOI0 MAIIMHHOTO Cyp/IOIIepeBOIa.

KiioueBrnle c10Ba
ABTOMATHYECKOE PaclO3HABAHUE PEUYH, CUHTE3 PEYH, PACclO3HABAHUE JKECTOB, CHHTE3 JKECTOB, aBTOMATH4ECKUI
CYpIOIIepeBO/l, MAIIMHHOE 00y4YeHne
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ABTOMAaTMYECKUI cypaonepeBo: 0630p HEMPOCETEBLIX METOLOB PaCrNo3HaBaHUS. ..

Abstract

A review of modern methods and technologies for automatic machine translation for the deaf and hard of hearing is
presented, including recognition and synthesis of both spoken and sign languages. These methods aim to facilitate
effective communication between deaf/hard-of-hearing and hearing individuals. The proposed solutions have potential
applications in contemporary human-machine interaction interfaces. Key aspects of new technologies are examined,
including methods for sign language recognition and synthesis, audiovisual speech recognition and synthesis, existing
corpora for training neural network models, and current systems for automatic machine translation. Current neural
network approaches are presented, including the use of deep learning methods such as convolutional and recurrent
neural networks as well as transformers. An analysis of existing corpora for training recognition and synthesis systems
is provided, along with an evaluation of the challenges and limitations of existing machine translation systems. The
main shortcomings and specific problems of current automatic machine translation technologies are identified, and
promising solutions are proposed. Special attention is given to the applicability of automatic machine translation systems
in real-world scenarios. The need for further research in data collection and annotation, development of new methods
and neural network models, and creation of innovative technologies for processing audio and video data to enhance the
quality and efficiency of the existing automatic machine translation systems is highlighted.

Keywords
automatic speech recognition, speech synthesis, gesture recognition, gesture synthesis, automatic sign language
translation, machine learning
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BBenenue

ABTOMAaTHYECKHUI MaIIMHHBII NEPEBOJ PEUU C OJHOTO
SI3BIKA Ha JIPYTOI UTpaeT KIOYEBYIO POJIb B yCTPAHCHHU
SI3BIKOBBIX 0apbhepoB 1 00ECTICUCHNN KOMMYHHUKAIINH MEX-
Jly JIOABMH, TOBOPSIIMMH HA Pa3HBIX S3bIKAaX. JTO UMEET
OIPOMHOE 3HAUEHNE B MEKAYHAPOIHBIX JEJIOBBIX OTHOIIIE-
HUSIX, TypU3Me, 00pa30BaHUH, HAyUHbBIX HCCIEOBAHUIX, U
MHOTHX APYTHX cdepax. 3a MOoCIeHIe ToI6l HeHpoCceTn
CTaJIU TIOMY/ISPHBIM HHCTPYMEHTOM ISl aBTOMATHYECKOTO
MAaIIMHHOTO MEepeBO/ia 3ByUaliel pedn 6aaronapsi cBoeit
CIOCOOHOCTH 00yUYaThCsl Ha OOJIBIINX 00BEMaX JAHHBIX
U BBUIBJIATB CJIOXKHBIE MIA0JOHBI U 3aBUCUMOCTH MEX1y
si3pIkamiu [1].

B To e Bpems aBTOMAaTUYEeCKHI MAIIMHHBIA CypAao-
TIePEeBOJT — TEXHOJIOTHUS, KOTOPasi CIIOCOOHA 3HAYNTEIBHO
00IerYnTh KNU3HB JIOASAM C HapyIICHHEM ciyXa, obecrie-
YUBast UM JOCTYN K yCTHOW KoMMyHuKanuu. OnHako, B
OTJIMYHE OT 3BYYaIllel peur, OCHOBHBIM KaHAJIOM TEepeiadn
JKECTOBOM peud sIBJsieTCsl BU3yalbHbld. [loTomy nms peanu-
3alliU HAJIGKHOM CHCTEMbI aBTOMAaTHYECKOTO MAIIMHHOTO
cypaonepeBoaa TpedyeTcss MHOTOMOJATBHBIN TOIXO0M, Y4u-
TBIBAIOIINI BU3YalIbHYIO H aKyCTHYECKYIO COCTABIISIONINE.
Hecwmotpst Ha 00Jb1I0# HayYHBIN TPOTPECC, JOCTUTHYTHIN
B 00JIaCTH aBTOMATHYECKOTO MAIIMHHOTO TepPeBO/ia 3BY-
yamiel peun, a TakKe B 00JIaCTH KOMIILIOTEPHOTO 3pEHus,
HAJIe’KHasl TEXHOJIOTHsl aBTOMaTH4ECKOr0 MaIlIMHHOTO Cyp-
JI0NepeBo/ia 10 CHX MOp HE pealM30BaHa 110 HECKOJIBKUM
MIpUYNHAM:!

— CIIOKHOCTB BOCIIPUSITHS KECTOB: CYIIECTBYET OOJIBIIIOE
pa3Ho0Opa3ne )KEeCTOB, KOTOPHIE UCIIOIB3YIOTCS B pas-
JIMYHBIX SI3bIKAX JKECTOBOM PEuM, M UX UHTEPIpPETALIUs
MOYKET OBITh CIOKHOM I aBTOMaTUYECKUX CHCTEM;

— KOHTEKCTyaJbHasi 3aBUCUMOCTh: IIOHUMAaHHUE Pa3JIny-
HBIX KECTHKYJISIMI TpeOyeT yueTa KOHTeKCTa U CUTya-
LM, YTO MOXKET OBITh CIIOXHO JIII METOJIOB 00paboTKH

JKECTOB Ha OCHOBE MAIIMHHOTO 00y4YeHHS, 0COOCHHO B

Pa3HO00Opa3HBIX CIICHAPHUIX KOMMYHHKAIIHH;

— TEXHHYECKHE OTPAHWYCHUS: TOYHOE PACTIO3HABAHHE U
MHTEPIPETAIHS KECTOB TPeOyeT BRICOKOTOUHBIX CEH-
COPHBIX YCTPOMUCTB M CIIOKHBIX METOJIOB MAIIMHHOTO
00yueHus 111 00pabOTKK JaHHBIX, YTO MOXKET OBIThH
TEXHUYECKH CIIOXKHO U 3aTPATHO;

— JKECTOBBIE HAOOPHI JAHHBIX (KOPITyCa): HA CETrOAHSIII-
HUH JIEHb HE CYLIECTBYET MOJHOCTBIO perpe3eHTa-
THBHBIX KOPITYCOB JKECTOBOM peUM MPHUTOTHBIX IS
00yueHHs] COBPEMEHHBIX MOJIENICH Ha OCHOBE TITYOOKHX
HelpoceTen.

B miermom aBTOMaTHUYECKU MAIIMHHBINA CYypAOTICPEBO
MIPEICTAaBISIET COOOW MEPCTIEKTHBHYIO TEXHOJIOTHIO, HO
TpeOyeT TaIbHeHIINX NCCIeIOBAaHUN U pa3pabOTOK, YTOOBI
JIOCTHYB TTOJTHOM peasn3annu u o0ecneduTh d3(h(HEeKTHBHOE
HUCIIOJIB30BAHUEC B HOBCCIIHCBHOﬁ JKHN3HU.

YunTbIBast, 4TO 00JIACTh ABTOMATHYECKOTO CypAOIepe-
BOJIa HAXOJIUTCS HA MEPECEUCHNUHN HECKOJIIbKUX oOyacTeid
3HaHWH, TAaKUX KaK paclio3HaBaHWE PEYH, KOMITBIOTEPHOE
3peHHe, MAIMHHOE O0yYCHHE U T. [I., B HACTOsIICH paboTe
PacCMOTpPEHBI IOCTHIKEHHSI COBPEMEHHOI HAayKH 10 OCHOB-
HBIM aCIIeKTaM, KOMITJICKCUPOBAHHUE KOTOPBIX MPUBE/ICT K
CO3IIaHHIO HAJC)KHON CHCTEMBI aBTOMAaTHYECKOTO MAIIIHH-
HOTO cypaonepeBoaa. Hanpumep, MpuBecH aHATH3 METO-
JIOB PACIIO3HABAHMA M CHHTE3a KECTOBOU pedul, METOIOB
pacro3HaBaHUs U CHHTE3a ayTHOBU3YaTbHON pedn, aHaTN3
CYIIECTBYIONIUX KECTOBBIX KOPITYCOB sl 00yUeHHs HEl-
pOCETeBBIX MOJIeNIeH U aHallu3 CYLIECTBYIOIIMX CHCTEM
ABTOMaTHYECKOTO MAIMHHOTO CYp/ONEPEeBOa.

IIpeamet ucciaeroBaHus

CymiecTByIoIie METO/bI aBTOMAaTHIECKOTO Paclio3Ha-
BaHMsI U CHHTE3a 3BYyyalled U KECTOBOM peuu yKe Ipu-
MEHSIOTCSA B HEKOTOPBIX NMPAKTUYECKUX MPHUIOKEHUAX.
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OnHaKo MX KauecTBO M HAJ/IG)KHOCTh TP padoTe B pealib-
HBIX YCJIOBHSIX OCTAIOTCSI HEIOCTATOYHO BBICOKMMH, YTO
TIPEJICTaBIISET CEPhE3HYI0 HAyYHO-TEXHUUECKYIO IPOo0IIeMy.
B TO xe BpeMsi cucTeM, MMO3BOJISIIOIINX OCYLIECTBIISTh aB-
TOMaTHYECKUH JIBYXCTOPOHHUIT MAIlIMHHBINA Cyp/IOTIEPEBO
Ha OCHOBE PAacMO3HABAHUS W CHHTE3a ayHOBHU3yaIbHON 1
JKECTOBOH peud MPaKTHYECKH He cymiecTByeT [2]. Jms pe-
MICHUS ATUX TPoOIIeM HeOOXOIUMO MTPOIOIDKUTE pa3padoT-
Ky HOBBIX METO/IOB Y/Ty4IIEHHs KauecTBa pPacliO3HaBaHNUS,
BKJIIOUasl yBeJIU4YeHNE 00bEMOB M KadecTBa TPEHUPOBOU-

HBIX JIaHHBIX, & TAK)KE UCIIOJIL30BaHKE OOJIee COBEPIICHHBIX

Moyienei MallImHHOTO 00y4eHHs M CEeHCOPHBIX TEXHOJIOTHH.
B nacrosee BpeMst OTCyTCTBYET €IMHBINA ITOAXOL, K

pa3paboTKe MHTEIIEKTYaIbHBIX CHCTEM aBTOMATHYECKOTO

JIByCTOPOHHETO MAaIIMHHOTO CyponepeBo/a kak B Poccun,

Tax 1 3a pyoexxom. CyliecTByeT MHOXKECTBO HEpEIICHHBIX,

HO Ba)KHBIX ITPOOJIEM U 33/1a4, KOTOPBIE TPEOYIOT BHUMAHUS

YUYEHBIX cO Bcero Mupa. Cpesin KIIFoUeBBIX TIPOOJIEM B 3TOH

00J1aCTH MOKHO BBIACIHTD CIeIyomnye: cOop, aHan3 U

AHHOTHPOBAHNE TPEACTABUTEIBHBIX ayAHOBN3YalbHbBIX

PEUEBBIX 1 KECTOBBIX KOPITYCOB, 3aMMCAHHBIX B €CTCCTBEH-

HBIX ycnoBusx. OTcyTcTBHE OOLIETPUHATHIX HeHpoce-

TEBBIX APXUTEKTYP U MOJEJIECH paclo3HaBaHUs U CUHTE-

3a )KECTOBOM W 3Bywareil peud. B meaom 3Tu mpooaembl

CTaBSIT MePeJI UCCIIE0BATEISIMU CEPbE3HbIE BHI3OBBI, M UX

penieHne TpedyeT COBMECTHBIX YCHIIMH M MEXKIUCIUITIIH-

HapHOTO MOAX0/Ia CO CTOPOHBI YYEHBIX M CIICIIHAIUCTOB I10

00paboTke 1M(POBBIX CUTHAIIOB, MAIIMHHOMY OOYy4EHHIO

1 KOMITBIOTEPHOMY 3PEHHIO.

ABTOMaTHYECKUN MAIIMHHBIA MEPEBOJ C KECTOBBIX
SI3BIKOB COTIPSDKEH CO 3HAYUTENBHBIMU TPYAHOCTSAMH I10
CpaBHEHHIO C 00PaOOTKON 3ByUAIHX S3BIKOB. ITO 00YCIIOB-
JIEHO PAAOM (DPaKTOPOB, CBA3AHHBIX C 331a4aMH KOMITBIOTEP-
HOTO 3pEHHUS U MALIMHHOTO O0yUeHHSI:

— OKKJIFO3UH: YKECTOBasI peyb YacTO COIPOBOXKIACTCS JIBH-
KCHUAMU PA3JIMYHBIX yacTei TCJ1a, TAKUX KaK pyKH, ro-
JIOBA U TYJIOBUIIE. ITO MOXKET IPUBECTH K NIEPEKPBITUIO
(OKKJTFO3HSIM) M@Ky Pa3lIMUHBIMU YacTSIMH Teja, 4To
YCIIOKHSIET TOYHOE Paclo3HaBaHNE W MHTEPIPETAIUIO
JKECTOB M )KECTHKYJISILINI;

— pas3nmuns B (OHOBOM OCBEIICHUH: U3MEHEHNUS B OCBE-
IIEHUU MOTYT TPUBECTH K N3MEHEHUIO TEHEH M KOH-
TpacTa, 4To JIeJIAeT CIIOKHBIM OOHAPYKCHHE U BbIJIE-
JICHUE )KECTOB B PA3IMYHBIX YCIOBUSIX OCBEIICHNS;

— HEO0OXOIMMOCTB OOJBIIINX BBIYHUCIHTEIBHBIX PECYPCOB!
00paboTKa U aHAIU3 BUICOJAHHBIX, 0COOCHHO MPH
BBICOKOM pa3pelieHnu, TpeOyeT 3HauuTEeIbHBIX BbI-
YHCIIUTENBHBIX PECypCOB ISl 00ECIeueHUsT BBICOKOI
TOYHOCTH U CKOPOCTH 00pabOoTKH;

— HE/I0CTaTOYHbIH 00beM KOpITycoB: Juisi 3 (EeKTHBHOTO
00y4eHHs1 Moyiesiel MallIMHHOTO 00y4eHHUsI HEOOXOIMMBI
OonbLINe U Pa3HOOOpa3HBIE KOPITyca, COAEpIKAIINE pa3-
JIMYHBIC JKECTHI B Pa3HBIX yCIOBHUAX. HemocraTounslii
00BEM TaKHX KOPITyCOB MOXKET IPUBECTH K MaJIOH 00-
YUYEHHOCTH HEMPOCETEBBIX MOAEIIEH;

— HeNMHEWHasl CTPYKTypa BBICKa3bIBaHUS: B OTIIMYHE OT
3ByYallUX A3BIKOB, KECTOBBIE SI3BIKM 00JIaar0T BHU-
3yaJbHON MPUPOAOH M OOBIYHO MMEIOT HENWHEHHYIO
CTPYKTYPY BBICKa3bIBaHUS (HECKOIBKO )KECTOB MOTYT
BBITIOJIHATBCA OAHOBPEMEHHO, UMEA PA3JIMYHBIC ITPO-
CTPaHCTBCHHBIC KOOPAMWHATHI U KOHTCKCTI)I);

— JUHaAMHYecKas MPUPOJa JKECTOB: )KECThl MOT'YT H3-
MEHSATBHCS B 3aBUCUMOCTH OT CKOPOCTHU U IJIAaBHOCTHU
JBIKEHNH. HeKoTopbIe jKeCThl MOTYT OBITH BBITTOJTHEHBI
ObIcTpee WM MeUIEHHEE B 3aBUCUMOCTH OT CUTYalllH,
YTO TPeOyeT OT aBTOMAaTHIECKOH CHCTEMbI THOKOCTH B
MHTEPIIPETaNnHy;

— pa3HoOOpa3ue KECTOBBIX SI3BIKOB U JINAJIEKTOB: CYIIe-
CTBYET MHOXECTBO JKECTOBBIX SI3BIKOB M JHAJIEKTOB,
KXl 13 KOTOPBIX UMEET CBOU YHUKAJIbHBIE JKECTHI
U TpaBHJIA, YTO YCJIOKHSET CO3/1aHNE YHUBEPCAIBLHOM
MOJICTTH TIEPEBO/IA;

— TIOJIB30BATEIbCKUN MHTEp(EHC U IProHOMHUKA: pa3pa-
00TKa MHTYUTHBHO MOHATHBIX M YOOHBIX HHTEpdEiicoB
JUISL TIOJIb30BaTeNel ¢ HapylIeHHEM cllyXa, KOTOpbIe
crocoOHbI obecrieunBath 3 (HEKTUBHOE B3aMMO/ICH-
CTBHE C aBTOMaTUYECKOM CUCTEMOM NepeBoa;

— JIMHIBUCTHYECKHE U KYJIBTYPHBIC PA3JIMUMS: )KECTOBBIC
SI3BIKM 9aCTO COAEPIKaT KyJIbTYPHBIE U KOHTEKCTYalb-
HBIE 0COOCHHOCTH, KOTOPBIE MOTYT OBITH CIIOKHBI JIJISI
ABTOMAaTHYECKOTO MAIIMHHOTO TIepeBoza 0e3 yueTa co-
OTBETCTBYIOIIUX KYJIBTYPHBIX KOHTEKCTOB,;

— TOYHOCTbH M JOCTOBEPHOCTH MEPEeBOAA: 00eCIeUeHNE
BBICOKOIT TOYHOCTH MAIIMHHOTO IT€PEBOa KPUTUIECKH
Ba)XHO, TaK KaK OLUIMOKH MOT'YT NMPUBOANUTH K CEpPhe3-
HBIM OIIKOKam. Harprumep, B MEMITMHCKNX KOHTEKCTaX
HEMPaBWIbHBINA EPEBO MOXKET MPUBECTH K HEBEPHOM
MHTEpPIpPETAUN CUMIITOMOB WU TPEIMUCAHHH, Y4TO
MOXET CEPbE3HO MOBIUATH Ha 310pPOBbE MAIUEHTA.
MHOTro4HCICHHBIC MEKIUCIUITIMHAPHBIEC HCCIIEI0BA-

HUS TIOUEPKUBAIOT BAKHOCTD BU3yaIbHOM HH(OpMAIN B

MMOHWMaHWY 3Bydareit peun [3]. Hampumep, HaOmronenne

3a JINIIOM COOECeIHNKA 3HAIUTENBLHO 00JIer4aeT BOCTIPHS-

tue peun. CUTHAIIBI U3 BU3YAJIbHBIX U CIyXOBBIX KaHAJIOB

B3aMMOJIONOIHSAIOTCS, IOMOTAIOT PAaBUJIBHO BOCIIPUHU-

Marth PeYb B CJIIOXKHBIX YCIOBHSIX, TAKUX KaK JUHAMUYIECKIE

aKycTnieckue mymMbl. OCOOEHHO 3TO BaXKHO IS JIIOIEH

€O ci1a0bIM CIIyXOM, KOTOpBIE€ YacTO ONMPAIOTCS HA BU-
3yaJIbHBIC JIaHHbIC, TAKWE KaK JBM)KECHUS I'y0 U MUMHUKa
nuna. B pesynsrare BO MHOTHX CTpaHaX MHpa IPOBOISTCS

HCCIIeIOBAaHUSI ¥ Pa3padOTKH aBTOMATHYECKHX CHCTEM

ayJIMOBU3YJIbHOTO PAaclO3HaBaHMS PEUN JUISI OCHOBHBIX

MUPOBBIX A3BIKOB [4—0].

[ToMuMO BBIIIEYTOMSHYTBIX (PaKTOPOB, PEIICHNE YKa-
3aHHOM HayYHOU MPOOIEMBI OCIOKHSACTCS OTPAHUICHHO-
CTBIO PYCCKOSI3BIUHBIX KOPIYCOB IO Pa3Mepy M JOCTYII-
HBIM JIaHHBIM. B OTiH4Me 0T aHalOTMYHBIX KOPITyCOB Ha
JIPYTUX S3bIKaX, TAKUX KaK aHMNIMMUCKHUI, HEMELKUN WK
KUTAUCKUI, PyCCKOSI3bIUHBIX KOPIIyCOB KECTOBOU U ayIu-
OBH3YaJIbHOW PEYM 3HAUUTEIHHO MEHBIIIE. ITO MOAYEPKU-
BaeT HEOOXOJMMOCTb MCIOJIb30BAHUS IIUPOKOTO CHEKTpa
JIOTIOTHUTENBHBIX TTOJIXO/I0B, METOJIOB M aJITOPUTMOB ISt
pElIeHNS OCTABICHHBIX 33/1a4 B YCJIOBUSIX OIPAHUIEHHOTO
o0beMa JOCTYNHBIX JaHHBIX. B gacTHOCTH, HEOOXOANMO
MCCIIEIOBAaHNE HOBBIX ITOJIXOA0B K ayrMEHTANU JaHHBIX
1 aIalTallii HHOS3BIYHBIX PECYPCOB VISl PYCCKOSI3BITHOTO
KOHTEKCTA.

B nocnennne necaTuieTHs 3HaYMTEIbHOE BHUMAHUE
yzaenseTcs pa3pabOTKe U COBEPILICHCTBOBAHUIO TEXHOJIOT U
00paboTKy peun, BKITIOUast paclio3HaBaHUE ayTHOBHU3Yallb-
HOM U JKECTOBOM peuH, a TAKXKe CUHTE3Y aKyCTUUYECKOU U
J)KecTOBOM peun. IMEHHO mo3TOMy B HacTosleld paboTe
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paccMarpuBarOTCd OCHOBHBIEC ME€TOJbI U JOCTHUIKCHUSA B
o0acTu pacro3HaBaHUs M CUHTE3a ayJUOBH3YaJbHOU U
JKECTOBOM peun.

PacnosnaBanue aynnoBHU3yaIbHOW PeYd — MpPOLECC
ABTOMATHUYECKOTO OTPENICIICHUS PEUCBBIX 3BYKOB 10 BHIC-
o3armcsM roBopsiero. OH 00beTuHsIeT HHOPMALIUIO W3
AKyCTHYECKOTO W BH3YaJIbHOTO TIOTOKOB JAHHBIX IS Ooree
TOYHOTO PACIIO3HABAHUS PEYH.

CuHTE3 aKyCTHYECKOH pedr — MpOoIecC reHeparnn
3ByUaIlei peun u3 TeKCTOBBIX JaHHBIX. COBpEMEHHBIE Me-
TOJIBI CUHTE3a aKyCTUYCCKON PEUH, HCIIOIBb3YIOT MIyOOKHE
HEWPOCETH JIs1 MOJICTUPOBAHUSI aKYCTHUCCKUX MPHU3HAKOB
peYH U CO3/IaHuUs €CTECTBCHHO 3ByYalllel peUH C BBICOKHM
Ka4eCTBOM, HHTOHAIMCH U SMOLIUSMH.

Pacro3naBanue xKeCTOBOM peyn — TPOIECC aBTOMA-
THUYECKOTO OIPEICIICHHS KSCTOB H ABIDKCHUN PYK U TEJa,
HCTIOTB3YEMBIX IS ITepeadll BU3yalbHON HH(OpMAIIHH.
Mertombl pactio3HABaHUS KECTOBOW peul BKITFOYAOT B CeOs
KaK KJTaCCHYECKHe TIOAXO/HI [7], OCHOBaHHBIC HA aHAIIN3E
TIPU3HAKOB U KJIACCH(UKAIINH KECTOB, TAK U COBPEMCHHBIE
METOJIBI, TAKHE KaK IITyOOKHE HEUPOCETH, HCTIOMB3YIOIIHECs
JUTSL U3BJICUCHUS M MHTEPIPETAIINH THHAMHYECKUX KECTOB.

CHHTE3 )KECTOBON Peur — MPOILECC TCHEPALIUH aHUMH-
POBAaHHBIX I[BI/I)KeHI/Iﬁ PYK, T€Jla © MUMUKHU JinIla, COOTBET-
CTBYIOIINX NepeaBaeMoil nH(GopMalyu. MeTozbl CHHTE3a
JKECTOBOW PEUH BKIIIOYAIOT B CeOs UCIIOIb30BAaHUE MOICIICH
JIBIDKCHISI U aHUMAIIUU, OCHOBAHHBIX HA TAHHBIX O pealib-
HBIX JKECTaX M BBIPAKCHHUSIX JIUIA, & TAKKE TEeHEPATHBHBIX
HelpoceTel, CO3MaI0NINX PEATUCTHYHBIC H SCTCCTBEHHBIC
JIBIDKEHIISI aBaTapOoB.

OTMETHM KOHKPETHBIC MPOOJIIEMBI U HETOCTAaTKU Te-
KYIINX TeXHOJOTHHA aBTOMAaTHYECKOTO MAIIMHHOTO Cyp-
JIoTIepeBoa;

— TOYHOCTH PACMO3HABAHM: OJHOW M3 OCHOBHBIX MPO-
0JIeM COBPEMEHHBIX CHCTEM aBTOMATHYECCKOIO Ma-
UIMHHOTO CYPAOIEpPEeBOa SIBISICTCS HEI0CTATOYHAs
TOYHOCTDH pacClio3HaBaHUsA KCCTOB. 3TO BbI3BAHO MHO-
JKECTBOM (DaKTOPOB, TAKUX KaK pa3zHOOOpa3ue KECTOB,
a3 INYHBIC TUATICKTHI )KECTOBOM PEYU U OTPaHUUCHHBIC
00beMbI 00YJaFOIIUX JaHHBIX;

— CHHXPOHH3AIINS KECTOB U ayTHOBU3YAITLHON PEUH: CIIIe
OJTHOH Ba)KHOW MPOOIEMOI SIBISCTCSI CHHXPOHU3AITHS.
TekyImue TeXHOJIOTHH YacTO HE 00ecIeunBaroT Heoo-
XOIUMYIO0 CHHXPOHH3AIIMIO PacTIO3HABAHMS 3Bydaleit
1 )KECTOBOM pedH, UTO MPUBOANT K UCKAKESHHUIO CMBICTIA
nepeaaBaeMoi HH(POPMAIIHH;

— HHTCTrpaius pa3JIn4YHbIX MO}IeJ’[eﬁ B CANMHYIO CUCTEMY
CYpIIOTIEPEBO/Ia: COBPEMEHHBIC CHCTEMbI aBTOMATHYC-
CKOT'O MAIIUHHOTO CYPOIEPEBO/Ia YaCTO CTAIKUBAIOTCS
C TPYAHOCTSIMH UHTETPAIMH PA3JIMYHBIX KOMIIOHCHTOB,
TaKWX KaK pacIriO3HABAHKE KECTOB, CHHTE3 PEYU U 00-
paboTKa ayqHOBU3yaIbHBIX JaHHBIX.

PacniosHaBaHue ayAHOBU3YaIBHON U KECTOBOM pedH, a
TaK)Ke CHHTE3 aKyCTHUCCKOH 1 KECTOBOW pedH, IPEICTaB-
JISIOT c000i BasKHBIC HAIIPABJICHHUS HCCIEOBAHI B 00Ja-
ctr 06paboTkn peurt. COBpeMEHHBIE METOIBI 1 TEXHOJIOTUHI
B DTOM oOiacTy 00JIaaroT MMOTEHIINAIOM JUIS CO3MaHUs
6osiee YPPEKTUBHBIX ¥ UHTYUTHBHO TOHSITHBIX CHCTEM
KOMMYHUKaIlUH, 00y4YeHHUs M Pa3BICUCHHUH, CONCHCTBYS
Pa3BUTHIO 00JICe TOCTYITHON CPE/Ibl UCIIOBEKO-MAITHHHOTO
B3aMMOJICHCTBUS IS BCEX MOJIb30BaTEIICH.

ABTOMaTHYecKoe pacno3HaBaHue JKeCTOBOM peun

B mocnegHee necsATuiIeTHE YUCHBIE IO BCEMY MHPY
AKTUBHO MPOBOAT HAYYHO-TEXHUYECKIE UCCICIOBAHUS,
0CO0EHHO B 00JIACTSAX KOMITBIOTEPHOTO 3PCHMSI, MAIIHH-
HOTO O00y4eHHS U 00pabOTKM CHTHAJIOB, U pa3pabaThiBa-
IOT HOBBIC TEXHOJIOTHH aBTOMaTUYECKOTO PACIO3HABAHUS
JKECTOBOM peuu I TyXuX Jrofei. OCHOBHBIE METOJIbI
pacro3HaBaHUsl XKECTOBOW peyr NPUBECHBI B Ta0. 1.

B paborte [8] mpezicTaBicH METOT OIICHKHU MTOJIOKCHHS H
Kiaccuukanuy GOpMbI pyKH ¢ TPUMEHEHHEM MHOTOYPOB-
HEBOI'0 METO/Ia KOMIIO3UIIMH PaHIOMU3UPOBAHHBIX JIECOB
pewenuii. B [9] npenyoiken MeTON OTCAEKUBAHUSI OJIOKE-
HUSI PyKH B PeaTbHOM BPEMEHH C MICTIONb30BaHUEM JTAHHBIX
OT JaTYUKOB TTyOUHBI U 3D-Momeu pyKu, COCTOSIIECH 13
21 cermenTa, a TaKKe MPUMEHEH METOJ JIeca CIyIalHBIX
pemreHnit 1 Knaccu(UKauy TTHKCeNeld M COBMECTHON
o1leHKH MecTomnosiokeHus. B [10] mpeacrasiena renepa-
THBHasi HelipoceTeBas MOJIeJIb U METO/I, OCHOBaHHBIN Ha
JIAaHHBIX O TIIyOWHE, JUIsl OTCICKUBAHUS ABHIKCHUH PYKH C
UCIIOJIb30BaHNEM (DYHKIH PACCTOSHUS ISl MOJIEITUPOBa-
HUSI €€ TEOMETPUH ¥ OBICTPOH ONTUMH3ALMH TIPH BBICOKOH
yacToTe KanapoB. [IpennoxeHHbIi TOAXO] MO3BOISAI OT-
CJIE€KMBATh B3aUMOJICHCTBUE MEXIY ABYMS pyKaMU HIIU
JPYTUMH 00BEKTaMU.

Pabora [11] mocBsimena pa3paboTke CHCTEMBI KOM-
MBIOTEPHOTO 3PCHHS B PeaTbHOM BPEMEHH, IpeaHa3Ha-
YEHHOH JUIA TIOMOIIH TAaIlMeHTaM ¢ HapyIICHUSIMH CITyXa
B OONBPHHUYHBIX ycloBHsX. CHcTeMa 3aJaeT MaueHTaM
PSI BOIIPOCOB TSI ONIPEACICHHS LETH UX BU3NUTA, MPH-
HUMasi OTBETHI Uepe3 SA3bIK KecToB. B paboTe mpeamoxe-
HO HUCTIONB30BaTh BPEMECHHBIC HAKOIUTEIbHBIC MPU3HAKU
JUIS PACIIO3HABAHUS U30JIMPOBAHHBIX JKECTOB. DTOT METOJ
BKJIIOYAET AJIEMEHTBI, CIIeLM(HYHBIC ISl )KECTOBOTO SI3bIKa,
JUIsl 3aXBaTa €ro JIMHIBUCTUYECKUX XapaKTEPUCTUK, YTO
MO3BOJIMIIO CO31aTh dPPEKTUBHYIO U OBICTPYIO CUCTEMY
pacnio3HaBanus. B [12] npencraBieH MeTo/ mepeBoa xe-
CTOBOTO s13bIKa B MMUCHMEHHBIN TEKCT C MCIIOJIIb30BAHUEM
mIyOOKHX Heifpocereld. CremaHa MOTMBITKA YITYYITUTD CH-
CTEeMBI TIePeBO/Ia, BKIFOUMB B MPOIECC TOKCHU3AIMIO JIIIS
6ornee TOYHOTO 0TOOPaYKEHNUS TMHTBUCTHUCCKON CTPYKTYPBI
JKECTOBOTO SI3BIKA.

B [13] omucan MeTon nepeBoaa >KeCTOBOH peuH B MHCh-
MEHHBII TEKCT C UCIOIb30BAHUEM ITYOOKHUX HEHPOCETEH.
BrinonHeH aHanu3 TUHIBUCTHUYECKON CTPYKTYpPBI KECTO-
BBIX SI3BIKOB C ITOMOIIBI0 HEHPOCETEBOIO METO/IA, C LIEbIO
OLIEHUTDH MOTEHIUAI HelpoceTel AT YIIyulIeHUs] CUCTEM
nepeBona. B padote [14] uccnemoBano oO0ydeHHe IS CU-
CTEM pPaclO3HaBaHUS KECTOBOW PEUH C HCIIOTH30BAHU-
eM MHoromnotouHor moaeiu CNN-LSTM-HMM c¢ uenbsio
BBISBIICHHUS TTOCJIEIOBATEIHHOTO MapajuIeTu3Ma B BUICO.
OcymiecTBieHo 00ydeHHEe MOACTH Ha C1a00 pa3MEUeHHBIX
JAHHBIX W TPOIEMOHCTPHUPOBAH ITOTCHIIHAI MAITHHHOTO
00y4eHns A7 yaydIIeHUs] CHCTEM TIepeBOAA.

B [15] u3ydena npobiaema MyTTHAPTUKYIIAIMN U TIPE-
JIO)KeHa MHOTOKaHAJIbHAs apXUTEKTypa TpaHchopmepa. Ita
APXUTEKTypa MO3BOJIET MOAEIUPOBATh MEX- U BHYTpPHU-
KOHTEKCTHBIE OTHOIIECHUSI MEX/y Pa3IMUHBIMU KaHAIaMH,
COXpaHsisl IPU STOM MH(OPMAIHIO, OTHOCSIIYIOCS K KOH-
KpeTHOMY KaHauty. [IpesicraBienHas B pabote apXuTekTypa
00beIMHNUIIA 3a]Ja9H PACTIO3HABAHUS U IIEPEBO/IA B CIUHYIO
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Tabnuya 1. OCHOBHBIC METOIBI PACIIO3HABAHHUS )KECTOBON peUH

Table 1. Sign Language Recognition Methods

Ccbuika Meton Onucanue
[8] MHOTOypOBHEBbIH METO/ PaHJIOMH3UPOBAHHBIX | MeTO/ OLIEHKH MOJOKEHNS U Ki1acCu(UKALKU GOPMBI PYKH €
JIECOB peIIeHUIT HCTIONB30BAHNEM KOMITO3HIMH PaHIOMU3HUPOBAHHBIX JIECOB pe-
HIeHUH
[9] Haruuku rny6unsl, TpexMepnas (3D) mozmens | Merox oTcieKHBaHUS MOJOKEHHS PYKH B PealbHOM BPEMEHH C
pyku HCIIOJIb30BAaHUEM JaHHBIX OT JAaTYUKOB IIyOMHBI U 3D-Monenu
PYKH Ha OCHOBE Jieca PeLIeHUH
[10] Jlanusle o mIyOuHe, GpyHKIUS paccTOSHUS, Obl- | [eHepaTHBHAs HelpoceTeBas MOJENb M METOJ] OTCIEKMBAHUS
CTpast ONTHMH3AIHS, TEOMETPUS PYyKH JIBIDKEHHUH PYKH C UCIIONB30BAaHNEM JAaHHBIX O IIyOHHE U (yHK-
LUH PACCTOSIHUS
[11] BpemenHble HAKOMUTETbHBIE TPU3HAKI Hcnonb30BaHNe BPEMEHHBIX HAKOMHUTEIbHBIX MPU3HAKOB IS
pacro3HaBaHUS N30INPOBAHHBIX )KECTOB PYK
[12] I'my©okwne HelipoceTH, TOKeHH3AIHs Mertoj nepeBoza KECTOBOIO s3bIKa B MUCbMEHHBIN TEKCT C UC-
= - .| moymp3oBaHMeM NIyOOKHX Helfpocereit
[13] HeiipocereBoii MeTo aHAIM3a TUHTBUCTUYECKOM Y P
CTPYKTYPBI, IEPEBOJ
[14] MuoronorouHas HelipoceTreBas Mojnenb | OOydyeHne cucteM pacrio3HaBaHUS )KECTOBOM pedn ¢ UCIIONIb30Ba-
Convolutional Neural Network — Long Short- | auem mHoronorounoit mogean CNN-LSTM-HMM
Term Memory — Hidden Markov Model (CNN-
LSTM-HMM)
[15] Tpancdopmep, oObenuHEHNE 3a/7a9 pacrio3HaBa- | HelipoceTeBast apXxuTeKTypa Ha OCHOBE TpaHCc(opMepa st 00b-
HUS ¥ IepeBOfa €IMHEHUS 3a/1a4 pacllO3HaBaHUs U [IEPEBOJA B €UHYIO MOJECIIb
[16] 3DCNN, LSTM Mertoxn xom6unuposanust 3DCNN u LSTM i myneTumMoznab-
HOT'O Pacro3HaBaHMs JKECTOB
[17] 3DCNN Mertog yay4ieHus: ITMHAMUYECKOIO PACIIO3HABAHUS J)KECTOB PYK
¢ ucnons3oBanueM 3DCNN
[18] ['my6okue CNN, RGB-D Merton 00y4eHust MHOTOMEPHBIM (PYHKLUSAM ISl pacTiO3HABAHHS
skectoB RGB-D ¢ nucnons3oBannem riyookux CNN
[19] CKOpOCTHBIE U MYJIbTUMOJANIbHBIC HelpoceTH Mertog pacno3HaBaHUS XKECTOB C UCIOIB30BAHUEM CKOPOCTHBIX
U MyJbTUMOJAJIbHBIX HEHpoceTel ¢ BpeMEHHBIM PacIIIPEeHUEM
[20] Ancam6ip CNN MeTtox pacnio3HaBaHHS KECTOB C MCIOIb30BaHUEM aHCaMOIIs
mry6oxux CNN
[21] Ancam6as CNN, Oriented FAST and Rotated | Meron u3BieueHus sxecToBbIX npru3HakoB Ha ocHoBe CNN, ORB-
BRIEF (ORB) neckpuntop, ¢punstp 'abopa neckpuntopa u ¢punstpos ['abopa

MOJIeJb. DTO 3HAUUTENILHO OBBICUIIO IPOU3BOAUTENBHOCTD
10 CPaBHEHMIO ¢ OOBIYHBIMU METOJIAMH, TJIE PAcIO3HaBa-
HHUE ¥ TIePEBO BHITIOJIHIIOTCS KaK OTAEIbHBIC MTPOIIECCHI.
Taxxe B pabore [15] paccMoTpeHa coBMecTHas 3a1ada
10 TIEPEBOAY, B KOTOPOH HMCIOIB30BAHA MOAETH YHCTOTO
TekcTa. Llenp nccnenoBanus 3akIodanach B yIydlIeHUH
NIEPEBO/Ia JKECTOBOTO A3bIKA B MMCbMEHHBIN TEKCT C TOMO-
LIbI0 JAHHON METOI0JIOTUH.

B [16] mpencrasien meton, coueraromuit 3SDCNN u
cBepTouHblii LSTM 1111 MyTbTHMOAAIBHOTO PAaCO3HABA-
HUS KECTOB, IEMOHCTPUPYIOMINI d(PPEKTUBHOCTh TAKOMH
koMOuHaImu. B padote [17] mpemioxkeH MeTo, KOTOPBIT
ylIyullaeT AUHaMHUYECKOE PACIIO3HABAHUE JKECTOB PYK C
ucnonb3oBanueM 3DCNN nyTem BHeOpeHHs 3HAHUU U3
HECKOJILKUX MOJIJIbHOCTEH B OTHeNibHbIe ceTH. B [18]
ucnoip3oBaH MultiD-CNN, meton oOydeHUss MHOTOMEP-
HBIM (QYHKIIUSAM TS pacmo3HaBaHus skecToB RGB-D ¢
ncnonp3oBanueM rryooknx CNN. B [19] paccmoTpen me-
TOJI PacIO3HaBAHHSI )KECTOB C UCIIOIB30BAaHIEM MHOTOCKO-
POCTHBIX M MYJIBTUMO/AIbHBIX HEHPOCEeTel C BpEeMEHHBIM
pacimpeHieM, B KOTOPBIX PUMEHEH alNrOpHTM MOUCKA JUTs
OIpeJIeJICHUs] ONTUMAILHOW KOMOWHAIMH apXUTEKTYPBbI

HelipoceTH, BpeMeHHOH MH()OPMAaLUK O pa3pelieHun
MOJIQTbHOCTH.

B pa6ote [20] ucciemoBaHbl aHCAaMOJIEBBIE METOJIBI
JUISl U30JINPOBAHHBIX JKECTOB, A TAKIKE METO]] C UCIIOIIB30-
BaHMEM aHCcaMOIs1 HeckombkuxX Tryooknx CNN. B cBoro
ouepenp, B [21] mpemsiokeHO BBHIMOIHATh 00bEIMHEHUE
CBepTOYHBIX Helpocetelr ¢ ORB-meckpunropoM u Guiib-
Tpom ["abopa st 6oiee 3h(HEKTUBHOIO pacio3HaBaAHUS
SI3bIKA YKECTOB 10 BUJIEO.

Hapsany c BblIeonmuCaHHBIME MeTonaMu, B [22]
MPEJCTaBJICH BCECTOPOHHUI 0030p METOJI0B pacro3Ha-
BaHUS M CHHTE3a KECTOB PYK, BKIIOYas METOJbI Ha OC-
HOBE KOMIBIOTEPHOTO 3PEHHUs, MAIMHHOTO OOY4YCHHUS U
HOCHMBIX ycTpoiicTB. CiietyeT Tak’ke OTMETHTh YYEHBIX
n3 Yausepcurera Kaprueru-Memnona (CIIA), kotopsie
OJHMMH W3 IEPBBIX pa3padoTali PEelIeHHEe ¢ OTKPHITHIM
MCXOJHBIM KOJIOM JUISl OIPEICNICHNST MHOXKECTBA OPUEHTH-
POB cKeTeTa u Juia (MOJIENb YeIOBEUSCKOTO CKelleTa) Ha
OT/IENIbHBIX N300PaKEHHUAX B PEKHUME PEaIbHOTO BPEMEHHU.
[TonpobHoe onmcanne GMOTHMOTEKH C OTKPHITHIM HCXOIHBIM
kogoMm OpenPose mpencrasneno B [23]. B 1o xe Bpems
Google akTHBHO pa3padarbiBaeT KPoccIIaTGOPMEHHYIO
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ABTOMAaTMYECKUI cypaonepeBo: 0630p HEMPOCETEBLIX METOLOB PaCrNo3HaBaHUS. ..

Cpelly ¢ OTKPBITHIM UCXOIHBIM KojtoM MediaPipe [24], ko-
TOpasi BKJIIOYAET HOBBIE METO/IbI, OCHOBAHHBIC Ha TITyOOKOM
oOy4eHuH, JUIsl OTIPENIEICHNS TPEXMEPHBIX OPUEHTHPOB
JIMIA, PYK U TeJa YeIOBeKa.

ABTOMATHYECKHUIl CUHTE3 KeCTOBOM peyn

IlepBoHauanbHO aBTOMaTUYECKUN CUHTE3 KECTOBOU
peun B Bujie 3D-aBarapoB ObLI IPEIOKEH B KAU€CTBE UH-
CTPYMEHTA JUIsl 00JIerdyeHns: OOIEHUSI U B3aUMOJICHCTBHS
JIIOfIEH C OrpaHUYEHHBIMH BO3MOMKHOCTSIMU — TIIyXUMHU
WIH CJIA00CIBIIANIMMY JIFOnbMU [25]. Jlnst Takux Jiromei
KECTOBasi Peub SIBISIETCSI €CTECTBEHHBIM CPEJCTBOM 00-
IICHUS, 1 aBTOMAaTHYCCKUIH CHHTE3 JKECTOBBIX aBaTapoB
MTO3BOJISIET MM B3aUMOJICHCTBOBATh C JAPYTHMU JIFOIBMH U
KOMIIBIOTEPHBIMUA CHCTEMaMHU HapaBHE CO CIBIIIAIAMHA
JIIOEMH.

B coBpemennom mupe 3D-aBaTapbsl MOTYT HCIIONIB30-
BaThCsl B pa3IM4HbIX chepax aestenabHoctu. Hampumep, B
pa3BiIeKaTeNbHON MHIYCTPHM aBaTapbl MPUMEHSIOTCS JUIs
CO3/1aHMS MHTEPAKTUBHBIX BUPTYaJIbHBIX NMEPCOHAKEH B
BUICOUTpax, (PUIbMaX WIN BUPTYaJbHOU pealbHOCTH. JTO
MO3BOJISIET MOJIB30BATEISIM B3aUMO/IEICTBOBATh C BUPTY-
QIBHBIMM MHUPaMH M TIEpCOHaKaMH 00Jiee eCTEeCTBEHHBIM
00pa3om, 4TO YIIydlIaeT UX UTPOBOIl ONBIT ¥ BOBIICUCH-
HOCTb.

Kpome Toro, MeTOmbI aBTOMAaTHYECKOTO CHHTE3a JKe-
CTOBOM peun B Buae 3D-aBaTapoB MOTYT OBITh ITOJIC3HEI B
MEIUIMHCKUX MPIIoKeHIsIX. Hampumep, B peabunutannuu
TIAIMEHTOB C HAPYIICHUSIMU PEYH WM IBIKCHUS TaKHe Me-
TOZBI TOMOTYT BOCCTAHOBJICHHIO HABBIKOB OOIICHUS B MO-
Topuku. Tarke TaHHBIE METOBI MOTYT OBITh MPUMEHEHBI
JUIst 0OyuEeHHsI MEIMIIMHCKOTO MIepcoHaja B 001acTH KOM-
MYHUKAIIUH C JIIOIBMU C OTPAaHUYEHHBIMU BO3MOXXHOCTSIMH.

OnHUM U3 KITIOYEBBIX TPEUMYIIECTB aBTOMaTUYECKOTO
CHHTE3a )KEeCTOBOM peun B Buje 3D-aBarapoB ABISIETCS €ro
BO3MOJKHOCTh YJIYYIIMTh BUPTYaJIbHOE OOLICHNE U Telle-
KOMMYHUKaIH. B Hare BpeMs1, Korna Bce OOITbIIe JTroei

MEPEexXOsIT Ha YIAJICHHYIO padoTy U 00y4eHHe, 3Ta TeX-
HOJIOTHSI MOJKET CTaTh Ba)KHBIM CPEACTBOM ISl CO3AaHUS
OoJiee eCTeCTBEHHOTO ¥ PUBIICKATEIHLHOTO BUPTYAJILHOTO
B3aUMOJICHCTBHSI.

HetipoceTeBbie METONBI CHHTE3a )KECTOBBIX aBaTapOB
HCIIONB3YIOT TTYOOKHE HEHpPOCETH IS CO3IaHUS aHU-
MHUPOBAHHBIX IIEPCOHAKEH WU aBaTapoB, KOTOPHIE MO-
TYT YMUTHUPOBATH JKECTOBYIO PeUb U JIPYTHE IBHIKCHUS.
OCHOBHBIE HEHPOCETEBBIC METO/IBI CHHTE3a )KECTOBOH peun
u 3D-aBaTtapoB, a TaKKe WX XaPaKTEPUCTUKU MPHBEICHBI
B TaOI. 2.

YOLO [26]. MeTozpl IITyOOKOTO MAITHHHOTO O0YYEHUS
Bepcun Y OLO, npuMeHsIoTCs 71 paclio3HaBaHUsI U MOJie-
JIMPOBaHMS IT0CIIE0BATEIILHOCTEH KECTOB PYK B peajbHOM
BPEMEHH Ha M300paskeHHsIX WK BUjie0. OCHOBHOE TIPEHMY -
mectBo YOLO 3axitoyaercs B €ro ciocOOHOCTH K BBITION-
HCHUIO JIOKAJIH3aIH ¥ KIacCH(DPHUKAIINU KECTOB 32 OTUH
TIPOXOJI, UYTO 00ECIIEYNBACT BHICOKYIO CKOPOCTH pabOTHI U
3¢ deKTHBHOCTH. B oTIH4me OT Apyriux MEeToI0B, KOTOPBIE
Pa3eISIOT MPOIIECChI JIOKAIM3AINY 1 KJIaCCH(PHUKAIINT Ha
HECKOJIBKO 3TamnoB, YOLO ananu3upyet n3o0pakeHue Wi
BUICOTIOTOK B II€JIOM, OTHOBPEMEHHO OTIPE/IeIIsisl pacIioo-
’KEHHE PYK U KJIacC JKEeCTa.

c¢GANSs [27]. MeToab! HCIIONB3YIOT TeHEPAaTUBHBIE CO-
CTA3aTCIIbHBIC HeﬁpOCGTH U1 CUHTE3a )KECTOBLIX aBaTapoB
Ha OCHOBE BXOJ/IHBIX JIaHHBIX pa3HON MopainbHOCTH. OHH
MO3BOJISIFOT TEHEPHUPOBATh PEATTUCTUIHBIC N300paskeHHS
JKECTOBBIX aBaTapOB, YYUTHIBASI BXOIHBIC ITAPAMETPHI.

VAEs [28]. MeTonbl NpUMEHSAIOTCS AJIsI CKATUS U
TeHEepaIny J)KECTOBBIX aBaTapoB Ha OCHOBE OOYYaIOIINX
JAHHBIX. DTH HEUPOCETEBBIE MOJIEIIN 00yJaIOTCsI Ha OOJb-
IIUX KECTOBBIX HAO0Opax JAHHBIX W MOTYT T€HEPHPOBATh
3D-aBarapsl ¢ y4eToM 00y4eHHON HEHPOCETEBOH MOJICIIH.
OHHM TIO3BOJISIIOT CO3/1aBaTh peanucTudHble 3D-aBatapwl,
COXpaHss IPHU 3TOM UX BBIPA3UTECIIBHOCTE U YHUKAJIbHBIC
XapaKTCPUCTHUKHU, YTO IMOJIC3HO B Pa3JIMUYHBIX MPUITOKE-
HUSIX, TAKUX KaK 0Oy4EHHUE JKECTOBOW peUu, BUPTyasibHAS
peaIbHOCTh M aHUMAIIUS TEPCOHAKEH.

Tabnuya 2. OCHOBHbBIE HEMPOCETEBBIE METO/IBI CHHTE3a ’KeCTOBOU peun u 3D-aBarapoB
Table 2. Neural Sign Language Synthesis and 3D Avatar Methods

Cchuika Merop, Onucanne
[26] You Only Look Once (YOLO) PacrnioznaBaHme jX€CTOB PyK B peabHOM BPEMEHH Ha OCHOBE TITYOOKOTO 00y-
4YeHwHs ¢ ucnonb3oBanueM Bepeuit YOLO oGecreunBaeT BEICOKYIO TOYHOCTD 1
CKOPOCTH KJIACCU(DUKALINH, YTO TTOAXOJUT ISl HHTEPAKTHBHBIX IIPHIIOKESHHUI
[27] conditional Generative Adversarial | MeTozbl reHepaTUBHBIX COCTSA3ATENbHBIX HEUPOCETEH /ISl CHHTE3a )KECTOBBIX
Networks (cGANS) aBaTapoB
[28] Variational Autoencoders (VAEs) Mertoasl Ha OCHOBE BapHallMOHHBIX aBTOKOAMPOBILNUKOB JAJIs T'eHEpaluu
JKECTOBBIX aBaTapoB
[29] LSTMs PexyppeHTHBIC HEHPOCETH ¢ IIMHHON KPaTKOBPEMEHHOM MaMATBIO JUIA aHa-
32 TI0CIIE0BATENbHOCTEH KECTOB
[30] Convolutional Neural Networks | Merozxsr Ha OCHOBE CBEpTOUHBIX HelipoceTei Uit 3 (heKTHBHOTO N3BICUEHUS
(CNNs) MPOCTPAHCTBEHHBIX MPU3HAKOB U3 H300paKeHUH KECTOB
[31] Graph Convolutional Networks | ['padoBbie HelipoceTn i aHanU3a CTPYKTYPbI U B3aUMOCBS3H MEXKIy JKe-
(GCNs) CTaMH B IPOCTPAHCTBE
[32] MexaHu3Mbl BHUMaHUS MexaHU3Mbl BHUMAHUSI IO3BOJISIIOT MOZIENIN COCPEJOTOUUTECS Ha OIPEICIICH-
HBIX YaCTsIX KECTa
[33] Tpanrchopmepst Mopenu Ha ocHOBE TpaHcopMmepa MOTYT 3(HEKTUBHO MOACTUPOBATH JI0JI-
TOCPOYHBIEC 3aBHCHMOCTH
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LSTMs [29]. MeTons! peanu3yroTcs AIsl MOJEINpOBa-
HUS JIOJITOCPOYHBIX 3aBUCUMOCTEN B JKECTOBBIX MOCIIEIOBA-
TEIBHOCTAX, 03BOJISISE 3P ()EKTHBHO yIIaBINBATH KOHTEKCT
1 BBIPOKECHUS PA3JIMYHBIX JBIKEHUH. braronaps stomy
LSTMs cnocoOHBI reHepupoBaTh aBaTapbl, KOTOpbIE HE
TOJIEKO COOTBETCTBYIOT BXOIHBIM JKE€CTaM, HO U COXpaHs-
10T CBA3aHHbBIE C HUIMU SMOLMOHAIIBHBIC U AWHAMUYECKUE
0COOCHHOCTH.

CNNs [30]. Ceprounsie HefipoceTn 3(h(hEeKTHBHO H3-
BJIEKAIOT IPOCTPAHCTBEHHbIE TPU3HAKN U3 M300pakeHni
JKCCTOB, UTO ACJIACT UX ITOJIC3HBIMU JIJIA CUHTC3a )KCCTOBBIX
aBatapoB. OHU CIIOCOOHBI aaITUPOBATHCA K Pa3NUIHBIM
aCIIeKTaM JKeCTOB, BKIItOYast (JOPMBI PYK M UX 03B, @ TaK-
)K€ BBIP@KEHUS JIMIA ¥ )KECThI JPYTUX 4acTel Tena. DTh
0COOCHHOCTH JIENAIOT UX MOAXOMSIIUMHU IS CO3/IaHUS
aBaTapoB, KOTOPBIE HE TOJIKO TOYHO OTPayKaroT BXOJHbIC
JKECTBI, HO M 3aXBaTBIBAIOT NX BBIPA3UTEIBHOCTh U OMOIIN-
OHAJIBHYIO OKPACKY.

GCNs [31]. I'padoBbie HelipoceTH CIOCOOHBI aHa-
JTU3UPOBATH CIOKHBIE B3aHMOCBS3H MEXKIY KECTAaMH B
3D-npoctpanctBe. OHU OTEPUPYIOT Ha OCHOBE Tpado-
BBIX CTPYKTYp, I/Ie Y3JIbl IPEJCTABIAIOT COOOM KECTBHI,
a peOpa — UX B3aUMOJCHCTBHUS M CBSI3U. DTO MO3BOJISCT
metomam GCNs 3(h(eKTHBHO yUUTHIBATH KOHTCKCT M 3aBU-
CUMOCTHU MCKAY KECTaMU, YTO OCO6eHHO BA>XXHO 1J11 CUH-
Te3a KECTOBBIX aBaTapOB C PEATMCTHYHBIM TIOBEICHUEM U
BhIpakeHHeM. B mporecce mammnHoro odydenust GCNs
YUUTBIBAIOT TEOMETPUUECKYIO CTPYKTYPY NPOCTPaHCTBA
JKECTOB, a TAK)Ke JUHAMHUKY M3MEHCHHS ITHX JKECTOB C
TEYeHNEeM BpEeMEeHH. biiarogaps 3ToMy OHM CIIOCOOHBI 00-
HapyKMBaTh CIIOXHBIE MA0IOHBI M B3aMMOCBSI3H, KOTOPBIE
MOTYT OBITh YITYIIEHBI IPyTUMH METOAAMH, W HCIIOIb30-
BaTh 3Ty HHPOPMALIHIO IS CO3MAHMS O0Jiee peaTCTHYHBIX
1 BBIPA3UTENbHBIX )KECTOBBIX aBATAPOB.

Mexann3Mel BHEMaHHE [32]. B KOHTEeKCTe CHHTE3a JKe-
CTOBBIX aBaTapoOB JaHHBIC METOAbI UT'PAIOT BAXKHYIO POJIb,
MI03BOJISISE HEHPOCETEBBIM MOJICISIM COCPEIOTOUNTHCS Ha
Haunbosee 3HAYMMBIX WJIM HH(POPMATUBHBIX YaCTSIX JKECTa.
DTOT NPUHIMIT IOCTUTASTCS 32 CUET BBIJETICHHS KITFOYEBBIX
ACIICKTOB JKECTa U yAEJIEHHsI UM 0cO00r0 BHUMAHUS B ITPO-
Liecce reHepalyy aBarapa. MexaHu3Mbl BHUIMaHHS MOTYT
BKJIIOYaTh B ce0s MACHTU(HUKAINIO KITIOUYEBBIX TOUEK B TIPO-
CTPAHCTBE, ONpEAEICHNE SMOLIUOHAIBHOTO CONEPIKAHHS
JKECTa WIN BBIACICHUE ANHAMUYICCKUX ACTIEKTOB JIBUKE-
Hu. [TyTeM akIeHTHPOBaHUS HA ATUX BaXKHBIX JIETAIISIX MO-
JIeTA CTIOCOOHBI CO3/1aBaTh 0OJIee peaTuCTHIHbIE W BhIpa-
3UTEJIbHBIC )KECTOBBIC aBaTaphbl, KOTOPbIC TOUYHEE MEPEIAI0T
SMOIMOHAIBHOE U COJEPIKATENLHOE COJIEPIKaHHIE KECTOB.

Tpanchopmepsr [33]. HelipoceTeBble Mojenu Ha oc-
HOBE TpaHC(HOPMEPOB COCOOHBI IPPEKTUBHO MOJECITHPO-
BaTh JIOJITOCPOYHBIC 3aBUCHMOCTH B TIOCIIE/IOBATEIBHOCTSIX
JKECTOB, UTO TIOJIE3HO ISl CHHTE3a KECTOBBIX aBaTapoB,
YUUTBIBAsi KOHTEKCT W ANHAMUKY JIBHYKCHHSI.

Takum 00pa3oM, BBINIETIEPEINCICHHBIC HCCIICIOBAHIS
HarpaBJIeHbl Ha PeIIeHne 334 3()(PEeKTHBHOTO KOMITIIEKC-
HOTO MHTEJUIEKTYaJIbHOTO aHAJIN3a ABWKECHHUN Tena 4eso-
BEKa JUI aBTOMAaTHYECKOTO CHHTE3a KECTOBOTO SI3bIKa U
aBarapoB. OTMETHM, YTO MOJTHOCTHIO a0CTParupoBaThCs OT
dpoBoii crieHs! (BuaeonH(GOpMaIK) 1 aHAIU3UPOBATh
TOJIBKO JMHAMHYECKH MEHSIOIIeeCs COCTOsIHNE (ToBejie-
HHE) YeJoBeKa (B TOM YHCIIE U JKECThI) MOKa JOCTATOYHO

cloxHo. B Hacrtosiee BpEMsA HE CYHICCTBYET IMOJTHOCTBIO
ABTOMAaTUYCCKUX HeﬁpoceTeBHx MOZ[CJ'Ieﬁ n MCTOAOB IJIA
MAalIMHHBIX CUCTEM pPAaCIIO3HABAHUA JKECTOBOU peun u
3D—aBaTap0B JJIA CUHTE3a 3JICMCHTOB XKCCTOBOI'O A3bIKA.

ABTOMAaTHYECKOE PACIIO3HABAHUE PeYH
M0 ayAHOBU3YAJIbHBIM JAHHBIM

Tpa uIMOHHO CHCTEMBI ayJIMOBU3YAILHOTO paclo3Ha-
BaHMsI PEYH COCTOSIT U3 JBYX ITarloB 00pabOTKH: n3BIeye-
HUE TIPU3HAKOB W3 ay/lMo- U BU3YyaJbHOH MHpOpMaIHii ¢
HOCIeNYIOIUM pacno3HaBanueM peurt [34, 35]. Ilpu Tpa-
JUIHMOHHBIX METO/IaX MH(POPMATUBHbIC TPHU3HAKN OOBIYHO
M3BJICKAIOTCS U3 MHTEPECYIOIEeii 001acTH pTa u U3 ayauo-
CUTHAIIA, a 3aTeM oObenuHstoTes [36, 37].

B mocnenHne ropl, ¢ pa3sBUTHEM TEXHOJIOTHH TITy00-
KOTO MAIIMHHOTO 00y4eHUs ¥ KOMIBIOTEPHOTO 3PEHHUS,
OBUIO IPE/ICTABIEHO MHOXKECTBO HEHPOCETEBBIX METOIOB,
KOTOPBIE 3aMEHMJIN 3Tall U3BJIEUEHUS NIPU3HAKOB. [1epBrlii
HelpoceTeBol KilacCU(PHUKATOp N300paKEHUH CBEPTOYHOM
HeHpoceTu /ISl pacrio3HaBaHusi Bu3eM oOydyeH B pado-
te [38]. B [39] HelipoceTeBble MPU3HAKU HCIOIb30BaHbI
JUIsl pacrio3HaBaHUsl CJIOB, YTOOBI B IIOJIHOM Mepe NmpuMe-
HUTB TIIyOOKHe cBepTouHble ciion. B pabore [40] mpemio-
JKEHO MCIIONB30BaTh TPEXMEPHBIE CBEPTOUHBIC (PHUIBTPHI
Jutsl 00pabOTKH TIPOCTPAHCTBEHHO-BPEMEHHOM MH(OpMa-
uu 0 Ty0ax, a B [41] mpuMeHeH MeXaHW3M BHUMAaHUS K
HWHTEpeCyIomel o0acTu pra.

B paborax [42—44] paccMOTpeHBI WHTETpalbHBIE
(CKBO3HOE TECTUPOBAHUE) HEHPOCETEBBIE APXUTEKTYPHI
JUISL CHCTEM aBTOMAaTHYECKOI'0 Paclio3HaBaHUs PeuH, KO-
TOpBIE MPUBJIEKIN OOJIIIIOE BHUMAHHUE HCCIe0BaTeleit
10 PacrO3HaBaHUIO AyJHMOBU3yaIbHOI peun. OCHOBHBIM
MPEUMYIIECTBOM COBPEMEHHOIO MHTErPaJIbHOTO MOAX0/1a
SIBIISICTCST BO3MOKHOCTB KaK BBIJICIICHUS TPU3HAKOB, TaK
W TANoB Kiaccu(uKanuy B TpaHUIaX OJHON HEWpoCeTH.
OTH METOIBI MOXKHO PA3JICINTh HA JIBE IPYMIEL. B mepBoii
TPYTIIIE OJTHU M T€ XK€ CJIOH MCIOJIB3YIOTCS JUISl N3BIICUCHUS
MIPU3HAKOB M MOJIEJIMPOBAHMS BPEMEHHON AMHAMUKU. Bo
BTOPON — CBEPTOYHBIE CIIOM MPUMEHEHBI /ISl N3BIIEUe-
HUS TIPU3HAKOB, 3a KoTopbiMu cieayior LSTM wmnu Gated
Recurrent Unit (GRU) ans MomenupoBaHUs pe3ynbTaToB
pacro3HaBaHusl.

B TMOCJIEAHCE BPEMSA MHTETrpaJIbHbBIC METO/IbI YCIICIIHO
UCTIONB3YIOTCS JUIsi MHOTHX 3ajiad pacro3HaBaHMsl, CHH-
Te3a peur M 3a7a4 KOMIBIOTEPHOTO 3peHHs. MOXKHO OT-
METUTH paboTHI [45, 46], B KOTOPBIX MEXaHNU3M BHUMAHUS
MPUMEHSJICS. KaK K MHTEPECYIOINM 00JIaCTsIM pTa, TaKk
U K MEJI-9aCTOTHBIM KETICTPalbHBIM KOd(pPHUINEHTaM, a
MOJIeNb 00ydJanach HHTETPAIBHO. 3aTEM MOJTHOCBS3HbIC
ciou, 3a koTopeiMu creayeT LSTM, ncmons3yroTes s
W3BJICUCHNS [TPU3HAKOB U3 N300paKCHUI U CIEKTPOTpaMM
U BBITTOJTHEHUSI KIacCH(pUKaInm.

ITepBast uHTErpasIbHAS MOJIEIIb, KOTOPAs! BHIIOIHSIA Ay-
JIMOBU3yaJIbHOE PACIIO3HABAHKE CJIOB Ha OOMBIIIOM Habope
JTAaHHBIX, OMKcaHa B padore [47], rae mpeaioxKeHa By XII0-
TOYHas MOACJIb AJId U3BJICYHCHUA IPU3HAKOB. Ka)l(llblﬁ I10-
TOK cocTosin u3 HelipoceTn ResNet [48], koTopblil usBine-
KaJI TIPU3HAKN 13 HeoOpaOOTaHHBIX BXOJIHBIX JIAaHHBIX, 32
KOTOPBIMU CIIEIyeT JABYXYPOBHEBBII JBYHAIPaBICHHbIH
Bidirectional GRU (BiGRU), xoTopslii Moznenupyer Bpe-
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MEHHYIO JIMHAMHUKY B Ka)XKJIOM [IOTOKE. DTOT METOJ[ 103BO-
JsieT HelpoceTeBOd Mojeny A3 PpeKTHBHO 00padaThBaTh
KaK ayano-, Tak ¥ BUICOJaHHbBIC M U3BJIEKAaTh 3HAUNMBbIC
TIPU3HAKY JUTsL paclio3HaBaHUs CJIOB. UTOObI TOCTPOUTH MH-
TerpajbHyI0 HelpoceTs B [49] ucnonb3oBaHa peKyppeHT-
Hasi HeHPOCEeTh C JUIMHHON KPAaTKOBPEMEHHOHW MaMsTHIO
JUISL U3BJICUEHHS IPU3HAKOB M3 HEOOPaOOTaHHBIX IaHHBIX.
OOBIYHO CYIIECTBYIONINE METOIBI 00padaThIBAIOT WHTE-
pecyromnyo o0IacTb pra HeIUKOM, ofHaKko B pabote [50]
MPEAJIOKEHO MCTIOIb30BaTh OTACIbHBIC YacTH (007IaCTH)
ry0. MccnegoBarenu mpoBelIu CPaBHUTEIBHBIN aHAIN3
HelipoceTel AJid ayIMOBU3YalIbHOTO pacliO3HaBaHUs Peyn,
Ha4YMHAasl C MCIIOJIb30BAHUS KPOCC-OHTPOIMHHON (yHKINH
MOTeph 1 3aTeM Nepexo/si K KOHHEKIIMOHUCTCKOW BPEMEH-
HOM KJIaCcCU(UKALIUH.

[lepBoHa"YaIbHO apXHUTEKTypa TpaHchopmepa Oblia
MIPE/ITIOKCHA B MAIIMHHOM TiepeBozie [51], mocie yero Ob110
TIPOBEICHO MHOMKECTBO MCCIIEIOBAHUH IO €€ MPUMEHEHHIO
HE TOJIBKO B aKyCTHYECKOM, HO 1 B ayAOBHU3yaJIbHOM pac-
mo3HaBaHNH pedn. OHa cocoOHa BEIYUCIATH TII00ATbHBIN
KOHTEKCT I BCEX BXOAHBIX TAHHBIX, YTO MPUBOIUT K
MOBBIILICHUIO TIPOM3BOAUTENFHOCTH U 00Jiee CTa0UIBHOMY
MaruHHOMY 00y4eHuto [52]. B pabore [53] Tpanchopmep
ObUT O0BEIMHEH C PCKYPPEHTHOM HEHPOCETHIO C ATHHHOM
KpaTKOBPEMEHHOH namMsiThio. TakuM oOpa3oM, coueTaHue
COBPEMEHHBIX METOJIOB IITyOOKOI0 MAaIIMHHOTO 00y4eHHs
1 KpYNHOMAcCIITaOHBIX ayJHOBU3YaJIbHBIX KOPIYCOB MO-
3BOJISIET JIOCTHTaTh 3HAUYUTEIIBHBIX PE3YJIBTATOB B TOUHOCTH
pacIio3HaBaHusI.

CymiecTByIomye METO/IBI PacTIO3HABAHUS ayINOBH3Y-
AIBHOM pedr KPaTKo CUCTEMAaTH3UPOBAHBI B Ta0M. 3.

B mocnexanne ronpl pa3BUTHE TEXHOIOTHH TITyOOKOTO
MAIIMHHOTO O0YYEeHHs CYUIECTBEHHO M3MEHMIIO MOAXO-
JbI K ayIMOBU3YaJIbHOMY pacro3HaBaHuio pedn. OTKa3 oT
TPaJUIIMOHHBIX METOA0B U3BJICYCHHU ITIPU3HAKOB B IOJIb3Y
HEWPOCETEBBIX MMOAXO0B MPUBEI K CO3AaHHI0 d(PPEKTUB-
HBIX MHTETPaIbHBIX apXUTEKTYpP, 00bEAUHSIOMNX JTa-
1Bl U3BIICUEHUS IPU3HAKOB U KiaccH(HUKaMK B OTHOMN

MOJIeJU. DTU apXUTEKTYPhI MO3BOJAIOT MOAEIUPOBATH
KaK IPOCTPAHCTBEHHYIO, TaK U BPEMEHHYIO TMHAMHUKY
PEUeBBIX JaHHBIX, YTO 3HAYUTEIBHO YIyUIIaeT TOYHOCTh
pacrio3HaBaHus pedn. B 0CHOBe IIyOOKHMX CBEPTOYHBIX U
PEKYPPEHTHBIX HeHpoceTel, a TaKkke MOJEIIE Ha OCHOBE
TpaHnchopmepa, J1exkaT 3PPEKTUBHBIC METO/IBI, YCIICITHO
MPUMEHSEMbIE K ay[HO- U BU3YaJIbHBIM JIAaHHBIM. DTO T10-
3BOJISIET JIOCTUTATh BBICOKOH TOYHOCTH B PACMO3HABAHUH
ayJMOBH3yaJIbHOW peyun J1aXe B CJIOXKHBIX YCIOBUAX. Takon
MOZIX071 00J1aJaeT 3HAYUTEIIbHBIM ITOTEHIMAJIOM U SIBIISIETCS
AKTHUBHBIM HAIpPaBICHUEM HCCIIEOBAaHUN B 00IacTH pac-
[I03HABaHUs ayAHOBU3YyaJIbHON PEUH.

ABTOMATHYECKHI CHHTE3 AKyCTHYEeCKOH pedn

CuHTe3 peun urpaeT KI0UeByl0 pOib B COBPEMEHHOM
MHpE, IPUMEHSACh B PA3IUYHBIX 00IACTIX, OT OMOIIH
JFOASIM C OTPAHUYEHHBIMH BO3MOKHOCTSIMHU JI0 YTy UIIEHUS
MOJIb30BATEIbCKUX MHTEP(EHCOB B MOOMIIBHBIX yCTPO¥i-
cTBax M aBToMOOumAX [54]. Hanmpumep, ais mroneit co
cJ1a0bIM 3pEHMEM CHUHTE3 PeYd CTAHOBUTCS BaKHBIM HH-
CTPYMEHTOM, ITPpe0o0pas3yroNnM TEKCTOBbIC JJAHHBIC B ay-
JquoopMar, 4To JenaeT nHpopMaruio 0ojee T0CTYITHOH
JUIS. BOCTIPHATHSL. DTO 0COOEHHO aKTyaJbHO JUISl YTEHUS
SJIEKTPOHHBIX JOKYMEHTOB, HHTEPHET-CTPAHUIl U APYTUX
TEKCTOBBIX MaTepHalIoB.

Kpome Toro, CHHTE3 peun yiTy4IIaeT Mojab30BaTeIbCKIEe
MHTEP(ENCH B PA3INYHBIX YCTPOWCTBAX U HHTEIUICKTYallb-
HBIX NpUIOKeHsAX. Hanprmep, B MOOHIIBHBIX yCTpOHCTBaxX
Y YMHBIX JIOMAIITHUX CUCTEMaX CUHTE3 PEUH HUCIIOIb3yeTCs
JUTSL 03BYYMBAHUS TEKCTOBBIX YBEIOMIICHUH, KOMaH[ TO-
JIOCOBOTO YIpaBJICHHs U JPYTHX JIEMEHTOB HHTepQeiica,
yIpouiasi B3auMOJIEHCTBUE 101b30BATENS C yCTPOUCTBOM.
3710 0cOOCHHO BaXKHO IS JIIO/IEH ¢ OrpaHMYECHHBIMH BO3-
MOXHOCTSIMH WU TOKUIIBIX, KOTOPBIM CI0KHO UCIONB30-
BaTh KJIaBUATYPy WU CEHCOPHBII SKpaH.

AKTyaJIbHBIM HAIpaBJIeHHEM HCCIICJOBAaHUH B 001aCTH
CHHTE3a Peun SIBISIETCS pa3padoTKa TOJI0COBBIX ACCHCTEH-

Tabnuya 3. CucreMatu3alys METOAOB PacliO3HABAHMA ayANOBHU3YaJIbHON pedn

Table 3. Systematization of Audio-Visual Speech Recognition Methods

Onucanne

TpaauuuoHHBIC METOIBI AyAHOBH3YaIbHOTO PACIIO3HABAHNUS PEYH BKITIOYAIOT
W3BIICUYCHUE MPU3HAKOB U3 WHTEPECYIOMIel 00JIaCTH PTa, TAKUX KaK J[BU-
JKeHHUs TYO U s3bIKa, a TAKXKE U3 ayJUOCUTHANA, TAKUX KaK MEJ-4aCTOTHBIC
KercTpalibHble KOAMOUIIMEHTBI WK CIEKTPOrpaMMbl. 3aTeM 3TH MPU3HAKH
00BEIMHSIIOTCS JIJIsl CO3aHMsI KOMIIEKCHOTO TPEACTABICHUS PEUH, KOTOPOe
HCTIONIB3YETCs B TaJIbHEHILIEM /I PACIIO3HABAHUS PEUEBBIX CJIOB WM KOMAHT

HeiipoceTeBble METO/IBI HCIIOIB3YIOTCS ISl M3BIICYCHHUSI IPU3HAKOB U3 H30-
OpakeHHH U ayJHOCHUTHAIIOB. [IprMepsl BKIIIOYAIOT CBEPTOYHBIC HEHpOCeTH
JUIsl N300pakeHUH 1 ucrnonb3oBanne 3D cBepTOUHBIX (GHIBTPOB U1 00pa-
60Tkn HHpOpMaIHH o rybax

MeTtozb! Ha OCHOBE HHTETPAIBHBIX HEHPOCETEBBIX APXUTEKTYP OOBETHHIIOT
STaIb! N3BJICUCHHUS IPU3HAKOB 1 KIACCHU(UKAIINH B paMKaX OTHOM HEHPOCETH.
Ot0 no3BousieT 6oaee YPPEKTUBHO MOAEITHPOBATH BPEMEHHYIO THHAMUKY

Mognens Tpanchopmepa, HICXOTHO pa3paboTaHHAsK AJI MAITMHHOTO MEepPeBo/a,
YCIIENITHO TTPUMEHSETCS B PACTIO3HABAHUH AyJMOBHU3YalIbHON pedn. DTo 1o-
3BOJISIET MOJIETUPOBATH IIOOATBHBIA KOHTEKCT JUISl BCEX BXOAHBIX JaHHBIX,
MOBBIIIAs IPOU3BOAUTEIFHOCTS M CTAOMIIBHOCTH MAIlTMHHOTO O0Y4eHHUS
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Ccrplika Meron

[34, 37] W3BneueHne Npu3HAKOB U3 00IacTh
pTa u ayIHoCHrHAIA

[38—41] 2D-3D cBeprouHbIe HEfpoceTeBbIC
MIPU3HAKN

[42-50] WuTerpansHble HEHpoCceTeBbIC apXH-
TEKTYPBI ISl pacTIO3HABAHUS PEUH

peun

[51-53] Mogenu ¢ UCHOIB30BAaHUEM TPaHC-

¢dopmepa
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TOB [55], KOTOpbIE TO3BOJISIOT MOJIH30BATENISIM B3aUMO-
JICHCTBOBATH C KOMITBIOTEPAMHU U IPYTHMHU YCTPOHCTBAMU
Yyepes roJIOCOBBIC KOMAH/IBI, YTO JICJIAeT MPOIIECC B3auMO-
IefcTBHs 0OJee eCTECTBCHHBIM U ymoOHbIM. Harmpumep,
TOJIOCOBBIC ACCUCTEHTHI MCIOIB3YIOT CHHTE3 PEUH IS
MPE0CTABICHHUs] OTBETOB HA BOMPOCHI MMOJIH30BATEINCH U
BBIMOJHEHHSI KOMAH/I.

E1te olHUM Ba)KHBIM aCIEKTOM CHHTE3a PEUH SIBIIsi-
€TCsl €r0 pOJib B Pa3BUTHU MCKYCCTBEHHOTO MHTEIUICKTA.
TexHOJIIOTUN CUHTE3a PEYr HCIIOIb3YIOTCSI B PA3IMUHBIX
CUCTEMax MCKYCCTBEHHOTO MHTEJUICKTA IS CO3JaHus
0oJice MHTEIUICKTYalIbHBIX M aJallTUBHBIX HHTCP(EHCOB.
Hampumep, CHHTE3 pedn MOXKET MPUMEHSATHCS ISl CO3-
JAHUS TIEPCOHATM3UPOBAHHBIX PEKOMEHIAIUN U MOa00pa

KOHTCHTA, YUHUTbIBad MPEANOYTCHHUA U UHTECPCChHI 110JIb30-
BaTesei.

HelipoceTeBbie METO/IBI CHHTE3a aKyCTHUECKON pedu
MIPE/ICTABIISIIOT COOO0H MOIX0/IBI, HCTIONIB3YIOIINE TITyOOKHE
HEepoceTH AJisl TeHepaly PeYr U3 TEKCTa MIIN JPYTUX
MozanbHOCTeH. HecKoIbKO KITIOUEBBIX METO/IOB 1 HX OCO-
OeHHOCTEH TPUBEICHBI B Ta0M. 4.

HeiipocereBble MeTOBI CHHTE3a AKYCTUUECKON peun
MPOAEMOHCTPUPOBAIN 3HAUUTENIBHBIN IIPOrpecc B TOCIEI-
HHE TOZIbl, 00eCcIeunBasi BBICOKOE KaueCTBO CHHTE3a PeUuH
C €CTCCTBCHHBIM 3BYYaHHUEM. Onu IIHUPOKO HUCIIOJB3YIOTCA
B IPUJIOKCHUAX pacIlio3HaBaHuA p€ir, IT0OJI0OCOBBIX ITOMOIIT-
HUKaX, ayJJMOKHUTaX U JAPYruX o0JIacTAX, Ijie TpedyeTcs
TeHepalys YeJI0BEKON0I00HOH pedn.

Tabnuya 4. HeiipoceTeBble METObI CUHTE3a 3BYYallel peun
Table 4. Neural Network Methods for Speech Synthesis

Ornrcanue

Heiipocets, pazpaborannas kommanueir Google DeepMind, koTopast HCHIONB3yeT TeHe-
PaTUBHYIO MOJIeNIb [T cHHTe3a peur. OHa co3aaeT ayanogailsibl, IMUTHPYIOIIHE Yeso-
BEUECKYIO Peub, C BBICOKIM Ka4e€CTBOM M €CTECTBEHHOCTEIO

Hetipocets, paspaborannas Google, kotopast mpeodpasyer TeKCT B ayrodaiiibl ¢ pedbio.
DTOT METOJ] HCHOJIb3yeT MEXaHU3M BHUMAHUS JUIsl [Ipeo0pa3oBaHust TEKCTa B OJI0C

Cepust HelipoceTeil, pa3paboTaHHBIX KommaHuel Baidu, koTopble HCIIONB3yIOTCS IS
CHHTE3a PeYH U3 TeKCTOBBIX JJAHHBIX. DTH CETH 00yJaroTCs Ha OOJIBIINX 00beMax peUeBbIX
JTAaHHBIX JUIsl JOCTUKEHHsI BBICOKOTO KaueCTBa FeHepallui peun

ApXUTEKTYpa HeMpPOCEeTeBON MOAETH CHHTE3a pedH, OCHOBaHHAs Ha TpaHcdopmepe,
KOTOpast TIOKa3bIBaeT BEICOKYIO TPOU3BOANTENBHOCTD B 3a/[a9ax reHepanun pedn. MeTon
HCTIONB3yeT MEXaHM3M BHUMAHMS JUIS IPe0oOpa30BaHMs TEKCTA B PeUb

Mertoz cHHTe3a peur, KOTOPBI [103BOJISET CUHTE3UPOBATh peub U3 TekcTa. MeTox oTiu-
YaeTCst BHICOKOM CKOPOCTHIO PAOOTHI M KaYE€CTBOM CIeHEPUPOBAHHON peun

Heiipocets, pazpaboranHas komnanueit Nvidia, o0cHOBaHa Ha KOMOWHAIIUU BapHALlHOH-
HBIX ABTOKOIMPOBIINKOB U HOPMAIM3AIIMOHHBIX TOTOKOB JJIsI TEHEPAINHN ayHo(aiioB.
Omna paboTaer, npoITycKasi CIIyJalHbIH IIyM 4epe3 MHOTOCIOWHYIO HEHpOCeTh, YTOObI
CO371aTh ay[M0, UMHTHPYIOIIEe YETOBEUECKYIO PEUb, C BBICOKOW CTENEHBIO PEalnCTHY-

ApxuTekTypa HeiipoceTH, pa3paboTaHHas UIsi CHHTE3a Pe4H, KOTOpasi UCIIONb3YeT I'eHe-
PaTUBHYIO MOJIEIIb JUISl TEHEPALUK ayJIMOCUTHAJIOB Ha OCHOBE MEJI-CIIEKTPOrpaMm

ApXuTekTypa HelpoceTH, OCHOBAHHAsI HA TCHEPATUBHBIX COCTA3ATENbHBIX ceTax GAN
U MCIOJIb3YIOoIas KOHBOIIOMOHHbIE HEHpPOCEeTH Julsl CHHTe3a ayano. Mertox padoraer,
MPOITyCKasl CITyYaiHBIN LIIyM Yepe3 TeHepaTop, KOTOPBIil 00yuaeTcs co3aBaTh BHICOKOKA-
YEeCTBEHHBIE ayTHO(ANITBI, IMUTHPYIOIIHE YEI0BEUECKYIO Peub. JIMCKpUMUHATOP OIEHH-
BAaET Ka4eCTBO CHHTE3MPOBAHHON PEUH, TOMOTast TeHepaTopy yIIydIaTh CBOU Pe3yIbTaThl

T'mOpunnas apxutekTypa, KOMOMHHUPYIOLIAsh JMHEHHOE MpeicKa3anue Kod(hPHUIHESHTOB
(Linear Predictive Coding, LPC) ¢ HelipoceTsmu Juisi CHHTE3a peuu, 00beIHsIeT Kilac-
cuueckuii merox LPC s MonennpoBaHust OCHOBHOW (DOPMBI pedn ¢ BO3MOXKHOCTSIMHU
HEHPOCETEN B BBISIBICHUU CIOKHbBIX 3aKOHOMEPHOCTEN AAHHBIX

reHepaTI/IBHaSI MOJ€JIb, KOTOpasi UCIIOJIb3YET MEJI-CIICKTPOrpaMMbI TSI CUHTE3a pevn

Heiipocets, pa3paboTaHHasi JUIsi CHHTE3a BBICOKOKAYE€CTBEHHON PEUH C IOMOILBIO TeHe-

Vnyumennas Bepcust Tacotron [57], koTopas UCIOIB3YET MEXaHU3Mbl BHUMAHUS UL

HeiipoceTs, pa3spaboTanHas Uil CHHTE3a PEUM C UCTIOIb30BAHMEM MOJIENTH TMTOTOKA ISt

MeTOI[ CHUHTE3a peyu, KOTOpLIfI HCHOJIB3YET I'PpaJUCHTHBIC METOAbBL JJIsA I'CHEPALlUU ay-

Ccbuika Merox cuHTe3a pedn
[56] WaveNet
[57] Tacotron
[58] Deep Voice
[59] Transformer-TTS
[60] FastSpeech
[61] WaveGlow
HOCTH ¥ IUIABHOCTH
[62] MelGAN
[63] Parallel WaveGAN
[64] LPCNet
[65] Mel-Spectrogram GAN
[66] HiFi-GAN
PaTHBHO-COCTSI3aTEIBHOTO METO/IA
[67] Tacotron 2
VIIy4IICHUS] KAYECTBA CHHTE3a PeUr
[68] Flowtron
TeHepalny ayIHoCHTHAIOB
[69] WaveGrad
JINOCUTHAJIOB
[70] ClariNet

ApXuTeKTypa HeipoceTn, pa3paboTaHHas Ul CHHTE3a PeYr Ha OCHOBE NIyOOKOro Ma-
LIMHHOTO 00y4YeHHMs1, KOTOpast UCIIOJIB3YET CIIEKTPOrPaMMBI
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Kopnyca :kecToBoii 1 ay1M0BU3yaJIbHOI pe4yu

Ha ceronHsAmHUN 1eHs HAyIHBIM COOOIIECTBOM U
KPYIHBIMU TEXHUYECKUMH KOPIIOPAIUsAMH COOpaHO U aH-
HOTHPOBAHO MHOXXECTBO ayJHOBHU3YaJIbHBIX PEUEBBIX U
KECTOBBIX KOPITYCOB JUIsl PELIEHUS 33a4 PACIO3HABAHUS
U CHHTE3a ay[lMOBU3YaJlbHOM U keCcTOBOU peun. Takue
KOpITyCa MI'PAlOT BaKHYIO POJIb B pa3padOTKe U 00y4YEeHHH
HEMPOCETEBBIX MOJEIIEH KOMIIBIOTEPHOIO 3pEHUS U UC-
KyCCTBEHHOTO MHTEJJIEKTa JUIsl paclio3HaBaHUS U CUHTE3a
3Bydallel 1 >KeCTOBO! peyn.

B paGore [71] paccMoTpeHHI mmpobiaeMbl cOopa Kop-
IyCOB >KECTOBOW pedu JuIsi 00ydeHUs HEHPOCETEeBBIX
Mojeneil MalmuHHOTO 00y4eHus. JlaHHOe Mccie10Banne
MPEeIOCTaBIsACT HH(MOPMALIUIO O CIOKHOCTAX cOOpa BBI-
COKOKAaYEeCTBEHHBIX JaHHBIX U MOMYEPKUBACT BAKHOCTH
ydeTa KOHQHUICHINATHHOCTH U ATHISCKUX COOOPaKeHHH.
MeXIucIMIUIMHAPHOE CCIIeI0BaHue B [72] peaoCcTaBmiIo
BCECTOPOHHUI 0030p HAOOPOB JITAaHHBIX KECTOBBIX KOPITY-
COB, KJIACCU(PUIMPYSI UX 110 PA3IMYHBIM (haKTopaMm, TAKUM
KaK MOJIaJIbHOCTb, SI3bIK M IPUMEHEHHE, a TAKKe ITPOBE/Is
aHaJU3 UX NPUTOJHOCTHU AJS PAa3IMYHBIX 3a1ad. Takxke
B pabote [72] BBHINOIHEH aHAIN3 OTPAaHUUCHUN TEKYIIHX
KOPITYCOB ¥ TIPE/IOXKEHbI OyayIie HalpaBiIeHns 11s YoIyd-
LICHUSI, YTO JeJaeT UX paboTy BaXXHBIM PECypcoM JUIs
HccIeIoBaTeIel U MPaKTHKOB B 00JIAaCTH PacIO3HaBAHUS
KECTOBBIX SI3BIKOB.

[IpuBenemM HECKOIBKO MPUMEPOB, HanOOIee 4acTo Hc-
TIOJTb3YEMBIX JUTA 33]a4 MAIIMHHOTO 00y4EHHs KECTOBBIX
KOPITyCOB.

ASL-LEX [73]. Kopmryc aMepHuKaHCKOTO 5K€CTOBOTO
s3bika (American Sign Language, ASL), conepxamiuii
nH(OPMAIIUIO O JIEKCHYECKUX U CEMaHTHUECKUX CBOMCTBAX
aMEpPUKaHCKHX JKECTOB.

RWTH-PHOENIX-Weather 2014T [74]. Kopmyc xe-
CTOBOM peun, COAep KA BUAECO3ANUCH KECTOB, CBA3aH-
HBIX ¢ 00CyXJeHneM morozpl. Mcnonb3yeres i uccie-
JIOBaHUI MO pacrio3HABAHUIO KECTOB U MYJIBTHMOIAIBEHOMN
00paboTKe TaHHBIX.

MSR Gesture 3D Dataset [75]. Koprryc comep:xut Tpex-
MEpHbIE BUJICO3AITUCH KECTOB, COOPaHHBIE C MTOMOIIBIO
Kamep TiryouHsbl. [Ipeana3HadeH s pa3paOOTKU METOJIOB
pacmo3HaBaHMS KECTOB C UCIOIB30BAHUEM TPEXMEPHOM
uHpopmMaImH.

PHOENIX 2014T [76]. KpynHomaciiTaOHbIN KOpITyC
JKECTOBOM peun, cofepkKalluil BUC03aMUCH KECTOB U CO-
OTBETCTBYIOIME TEKCTOBBIE TPAHCKPHUITIIMK Ha HEMEIIKOM
SI3BIKE.

ChaLearn Looking at People Dataset [77]. Kopmyc
COZICPKUT PA3TMIHBIC BUIBI )KECTOB, BKIIIOUAs! KECTHI PYyK,
JWLA ¥ TeNa, COOpaHHbIE B PA3INYHBIX KOHTEKCTaX U AJIS
pa3IMYHBIX 3a7a4, TAKMX KaK paclo3HaBaHWE SMOLUH 1
JEUCTBUI.

TheRuSLan [78]. Kopmyc MyIbTUMEIUIHBIX MaTepH-
aJIOB 110 PYCCKOMY JKECTOBOMY SI3BIKY, COZEpIKAIINil JIeK-
CHYECKHE CAMHUIIBI, CBI3aHHBIC C MPOAYKTAMHU MMUTAHHS
B cynepmapkete. Bce BuneomaTepuansl mpeacTaBieHbl B
BBICOKOM Pa3pelICHUH, a TAK)Ke BKIIOYAIOT KapThl IIyOu-
HBI, COOpaHHBIC ¢ TOMOIIBI0 ycTpoiicTBa MS Kinect v2.

AUTSL [79]. KpynHOMacImTaOHbIiH KOPITYC TYPEIIKOTO
JKECTOBOTO SI3bIKA, COICPIKAIINI JaHHBIC, 3alTMCaHHbIC C

ucnonb3oanuem MS Kinect v2. Koprnyc BkitouaeT Bu-
Jleo/IlaHHbIe, KapTy MIYOMHBI M KOOPAMHATHI CKeJieTa ISt
Ka)KJI0T0 KEeCTa.

HaGRID [80]. KpynHomacmraOHbIH KOpITyC OT KOM-
nanuu COep TpeaHa3HAYCHHBIN T pa3pabOTKH CHCTEM
pacmo3HaBaHUA KECTOB PYK C YUYETOM B3aMMOJICHCTBUS
¢ ycrpoiictBamu. Kopmyc comepxut 6ombie 554 Tricsd
M300paXKeHU U aHHOTAI[MH OTPAaHUYUBAIOIINX PAMOK C
METKaMH JKECTOB, MIPEIHA3HAYCHHBIC [T PEIICHUs 3a71ad
OOHapyXeHUs PyKH U Kiaccupukain xectoB. OH co31aH
C Y4€TOM BO3MOXXHOCTHU PACIO3HABAHMsI HE TOJIbKO CTaTH-
YEeCKHX, HO U IMHAMUYECKUX jkecToB. J{ist obecriedeHust
pasHooOpa3us Kopryc coOpaH ¢ MCIOJIb30BAHUEM Kpa-
YIACOPCUHIOBBIX TIATGOPM, MPH yuacTuu O6osee 37 ThIC.
JFOAEH B Pa3NIMUHBIX CLIEHAX C Pa3HBIMU YCIIOBHSIMH €CTe-
CTBEHHOTI'0 OCBEIICHHSI.

DTH KopITyca MPEACTaBISAIOT COOOW IICHHBIE PECypPCHI
JUTS CCIICIOBAaHUN B OOJIACTH JKECTOBOU pedr, 00ecTeyn-
Basi JAHHBIE [T O0YyUYCHUS U TECTHPOBAHIS HEUPOCETEBBIX
MoJIeTIeH pacTiO3HAaBaHMSI M MHTEPIIPETAIINH JkecTOB. OHI
TIOMOTAIOT YITYYIIHTh TOYHOCTB B 3(P(PEKTUBHOCTH CHCTEM
pacro3HaBaHus JKECTOB U MYJIBTUMOIAIIBHBIX HHTEP(EHCOB.

AynuoBH3yalibHbIE pPEueBbIe KOpITyca MPeJCTaBISIOT
co00i1 KOJUIEKIIMN AaHHBIX, BKJIIOYAIOIIUE ayJIHO- U BUJIE-
03aIicy peyuu, KOTOpbIe UCIOJIB3YIOTCS ISl pa3paboTKu 1
OLICHKH aJTOPUTMOB PAcliO3HABaHUS PEUH, CHHTE3a PeuH,
pacro3HaBaHus TOBOPSIIETO M APYTHX 3a7a4 00paboTKH
peun. [TepeunciimM npuMepsl HECKOJIBKUX HanboJIee 4acTo
UCITOJIB3YEMBIX B HAYYHBIX pab0oTax aylHOBH3yallbHBIX
KOPITYCOB.

AVLetters Dataset [81]. Kopryc comepsxut Bumeo3anu-
CH, Ha KOTOPBIX TTOKAa3aHO MPOU3HOIICHHE OYKB aHTITHICKO-
r0 anaBuTa, C COOTBETCTBYIOIIUMH 3BYKaMH.

GRID Corpus [82]. Kopryc BKIIOYaeT ayuo- 1 BUACO-
3aMKCH TOBOPSIINX, TPOU3HOCSIINX (pa3bl HA AHIITHHCKOM
SI3bIKE, & TAKIKE TEKCTOBBIC TPAHCKPHUIIIINH.

Lip Reading in the Wild [83]. Kopmyc conepxut Buie-
03aITuCH TOBOPSILIHX, IIPOU3HOCSIINX KOPOTKHE CJIOBa Ha
AHIIMHCKOM SI3BIKE.

MOBIO Dataset [84]. JlanHblii KOpIYyC BKJIIOYa-
€T ayIuo- W BHUJICO3AIUCH TOBOPSIIUX HAa Pa3HBIX S3BI-
Kax, a Takke OMOMEeTpHUYECKe MaHHBIC JIMIA U TOJIOCA.
Hcnonp3yeTcs A HCCIeAOBaHUN TI0 MYJIBTHUMOAATHFHOMY
OMOMETPHYECKOMY PACIIO3HABAHUIO M Ay TCHTU(UKAIIHN.

MIRACL-Voice Dataset [85]. Koprmyc conepsxut aymmno-
1 BUJICO3AMKCH PA3TIMYHBIX PEUEBBIX KOMAH Ha HECKOJIb-
KHUX sI3bIKaX, BKJIIOUas aHTJIUHACKUH, paHIly3cKuil U He-
MeIKui. Mcrnomp3yeTcst 11 pa3padOTKU U OLCHKH CHCTEM
pacro3HaBaHUs PEUYX U yIIPABICHHSI TOJI0COM.

[Tepeuncnennsie Kopryca Mo3BOJISIIOT IPOBOIANTH HC-
CJIe/IOBaHUsI B 00JIaCTH ayJHOBH3YaJIbHOM 00pabOTKHM ped,
BKJIF04asi 00y4eHHe ¥ TeCTUPOBaHNE HEHPOCETEBBIX MOJIe-
JICH, a TaK)KEe WX OIICHKY M CPaBHEHUE C CYIIECTBYIOIINMU
METOJ]aMH, B TOM YHCJIC CPAaBHEHHUE C JTYYIIIMMH Ha JaHHBIN
MoMmeHT MoJiensimu (State-of-the-Art, SOTA).

OnHaKo CyIIECTBYIOIINE ayJHOBU3yaTbHBIC 1 )KECTOBEIC
KOpITyca 9acTO OrpaHWYCHBI KaK 110 KOJHMYECTBY JaHHBIX,
TaK ¥ 110 Pa3HOOOPA3HIO CIIEHAPUEB U YCIOBUI. DTO orpa-
HUYEHHE 03HAYALT, YTO HEHPOCETEBbIE MOJIEIH, O0OyUeHHbIC
Ha 3TUX Ha60an JaHHBIX, MOT'YT OKa3aTbCd HEAOCTATOYHO
o0o01mmaonMy JUsl pealibHbIX clieHapueB. boiee Toro,
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TaKue KopIlyca MOTYT HE yYUThIBaTh pazHooOpasue pas-
JIMYHBIX KYJIBTYP, AUAIEKTOB U aclleKTOB MOBEJCHUS, YTO
OCIIOXKHSICT CO3/IaHUE YHUBEPCAIBHBIX M TOUHBIX CHCTEM
pacro3HaBaHMs ¥ CHHTE3a 3Bydalllell W KECTOBOM pedn.
Jnst o0ydenust peasbHbIX CHCTEM HEe0OXOUMEBI Ooliee pas-
HOOOpa3HbIe K 00BEMHBIC KOPITyCa, KOTOPBIE OXBATHIBAIOT
LIMPOKHH CIEKTP CLEHApUeB M YCIOBHM, 4TOOBI obecre-
YUTh UX dPPEKTHBHYIO paboTy B Pa3INIHBIX KOHTEKCTAaX
U JUIS Pa3IMYHBIX IT0JIb30BaTEIICH.

Kpome Toro, cymecTBylomue KopIyca 4acTo MOTyT
OBITh HEIO0CTAaTOYHO Pa3MEUYCHbI UKW COJACPKATh OrpaHU-
YCHHOC KOJIMYCCTBO aHHOTUPOBAHHBLIX JaHHBIX. Taxxe
CyILIEeCTByeT MpoliieMa JOCTYIHOCTH AaHHBIX, IIOCKOIBKY
HEKOTOPBIE KOpPITyca MOTYT OBITh 3aKPBITHIMU MJIH HEJ0-
CTYTTHBIMH JUTSI ITUPOKOH 0OIIIECTBEHHOCTH, YTO 3aTPy/IHS-
eT uccienoBanus. B nenom, st pa3BuTHs Oosee TOYHBIX,
3¢ (QEeKTUBHBIX U YHHUBEPCAIBHBIX CHCTEM PacllO3HABAHUS U
CHHTE3a 3Bydalleil 1 )KeCTOBOI pedr HeoOXOIMMO OOJTbIIe
YCUIIMH 110 CO3/IaHMIO U PACIIMPEHUIO PA3HOOOPa3HBIX U
KPYITHOMACIITAOHBIX KOPITYCOB, a TaKXKe MO yITy4IICHHUIO
MX pa3MEeTKHU M TOCTYITHOCTH JUIsl HCCIIEA0BATEIICH.

CyuiecTBy0IIHe CHCTEMbI ABTOMATHYECKOT0
MAIIHHHOTIO Cyp/oNepeBoIa

B mocnenaue roapl porpece B 00IaCTH TEXHOIOTHI
00pabOTKH pedr MpuBeN K pa3paboTKe U YITYUIICHUAIO CH-
CTEM IIePEeBO/Ia JKECTOBOTO s3bIKA JUIS JIFOICH C HapyIICHN-
SIMH CITyXa WJIM Pe4d. DTH CUCTEMBI UTPAIOT BaXKHYIO POJIb
B oOecriedeHHN KOMMYHHKAaLUH M IOCTyNa K HHpOpManuu
JUISL TAaHHBIX TPYII oib3oBareneil. O1Hako, HECMOTPSI Ha
YCIICIIHBIE TECThI B KOHTPOJIUPYEMBIX YCIOBHUSX, MHOTHE
CUCTEMBI CypJIOIIEpPeBO/ia U UX OTJIEIbHbIE KOMIIOHEHTBI
(pacrio3HaBaHME/CHHTE3) CTAIIKUBAIOTCS C MTpoOIeMaMu B
peaNbHBIX YCIOBUSAX NpUMEHEHUsI. OCHOBHBIC NPHYUHBI
BKJIIOYAIOT: H3MEHSIOLIUECS YCIIOBHUSI OCBELIEHHS (B peallb-
HBIX YCJIOBHSX OCBEILCHUE MOXKET CHIbHO BApbUPOBATHCS,
YTO HEraTHBHO BIUSET Ha KaueCTBO BUJIEO U, COOTBET-
CTBEHHO, Ha TOYHOCTbh PACIIO3HABAHHS JKECTOB); LIYM H
oTBIEKaronre (HaxTophl (B peajbHBIX CUTYALMAX OKpPYKa-
IOLIMH BU3YAJILHBII IIYM U JPYTHE OTBICKAONIHE (haKTOPLI
MOT'YT MeIllaTh TOYHOMY PacliO3HaBaHUIO KECTOB); BapHa-
THUBHOCTb )KECTOB (Pa3HbIE JIOJJM MOTYT BBIIIOJIHSThH OJHU U
TE YK€ YKECThI TI0-Pa3HOMY, UTO TPEOYET OT CHCTEM BBICOKOM
TMOKOCTH 1 CIIOCOOHOCTH aJIalITUPOBAThCS K MHIUBULYaJlb-
HBIM 0COOEHHOCTSIM); OrpaHUUuCHHBIE 00yUaroie JaHHbIE
(st apexTrBHOTO 00yUeHHST cUCTEM TPeOyIOTCS 00ITb-
M€ U Pa3HOOOPa3HbIE JKECTOBBIE KOPITyCa, KOTOPBIE YacTo
HEJJOCTYITHBI UITH OTPaHUYCHBI).

Takum 00pa3oM, aBTOMAaTHYSCKUE CHCTEMbI MallHH-
HOTO MepeBOJIa KECTOBOW PEYr MOXKHO Pa3JIeinuTh Ha J(Ba
OCHOBHBIX THIIa: OCHOBaHHbBIC Ha KOMIIBIOTEPHOM 3PCHUH
1 Ha ceHcopax. [IepBble HCIIONB3YIOT KaMepsl IS 3aXBaTa
XKECTOB M UX PACIO3HABAaHMA C IOMOLIBIO METOJOB Ma-
HIMHHOTO OOYYEHHs, B TO BPEMsI KaK BTOpPbIC MPUMEHSIOT
CEHCOPBI JUIsl OOHAPYKEHHUS! JIBHKECHUH PYK M MTAJIBIEB U UX
peoOpa3oBaHusl B 3ByUalllyiO PCUb.

OnHUM W3 KITIOYEBBIX aCHEKTOB JOCTHIKEHHS BBICOKHX
Pe3yIbTaTOB SIBIISICTCS HHTETPAINS PA3IMYHBIX METOIOB 1
1oaxo/10B. Hanpumep, ucronbp30BaHne CBEPTOUHBIX HEH-
poceTeid Ui 00pabOTKU BU3YaNbHBIX JaHHBIX B COYCTa-

HUU C Pa3HOBUJHOCTAMHU PEKYPPEHTHBIX HEHPOCETEN WK
TpaHchopMepamu st 00pabOTKM MMOCIIe10BaTeIbHOCTEH
MOXKET 3HAYUTEIILHO TOBBICUTH TOYHOCTh PACIO3HABAHUS
JKecToBOH peun. CBeprouHble HelipoceTH 3(P(PEeKTUBHO BbI-
JIETISIFOT MIPOCTPAHCTBEHHBIE TPU3HAKH JKECTOB, TOT/IA KaK
PEKyppEHTHBIE ¥ TPaHC(HOPMEPHI YCIIENTHO 00padaTsIBatoT
BPEMEHHBIE 3aBUCHUMOCTH O PA3IMYHBIX JKECTUKYISIMUAX
" JBIKeHMAX. Kpome Toro, KOMOMHNPOBaHNE PAaCHO3HAa-
BaHMS aylINOBHU3YaIIbHBIX JJAHHBIX C CHHTE30M KECTOBOH
PEUH MOXKET CYLIECTBEHHO YIyUIlIUTh IPOM3BOAUTENEHOCTh
CHUCTEMBI B pCAJIbHBIX YyCJIOBUMAX. Haan/IMep, cucreMma Mo-
JKET MCIOJIb30BaTh MH()OPMAIIMIO O JIBUKEHUSX TYO JIs
IMOBBIIICHUA TOYHOCTH pacCliO3HaBaHUA PEYHU B HJyMHOﬁ
oOctaHoBke. B cBoro ouepe/ib, CHHTE3 pPedn MOXKET OBITH
YAy4IIEH 3a CUeT UCTIOIb30BaHU HHPOPMAIINH O KecTax,
4yTO 00ecIeunBacT 0oyee €CTEeCTBEHHOE H CHHXPOHH3HPO-
BaHHOE BOCITPOM3BEICHHE.

KomOuHMpoOBaHME pa3IMIHBIX METOAOB U MOAXOJ0B B
CHCTEMAX aBTOMAaTHYECKOTO CypIONIepeBOa OTKPHIBACT HO-
BBIE BO3MO)KHOCTH IS OBBIIICHHUS] TOYHOCTH, TPOU3BOAN-
TEJILHOCTH U €CTECTBEHHOCTH nepeBoza. CymiecTByromume
CHCTEMBI aBTOMaTHYECKOT0 MAIIMHHOTO IIepeBOAa/cypao-
nepeBoJia MprUBeIeHbI B TA0II. 5.

[TpencrasienHbie B Tabl. 5 CHCTEMBI — TOJIBKO He-
0oJbIlIAsl YACTh CYIECTBYIOIIUX TEXHOJIOTHH MepeBoa
JKECTOBOTO S3bIKa, M KayK/1asi U3 HUX UMEET CBOU YHHKaJIb-
HBbIE 0COOCHHOCTH U npeuMytnecTBa. OHM UTparoT Bax-
HYIO pOJIb B 00€CTICYeHMH KOMMYHUKAIIUU U JIOCTyHa K
MH(OPMAINH /ISl JTIOACH CO CITYXOBBIMH MIIM PEUEBBIMH
HapymeHusMHU. B To e BpeMs CTOMT OTMETHTh, UTO Ha
CETOAHSIIHUI AE€Hb HE CYIIECTBYET HAJCKHOIN CHCTEMBI,
KOMIUIEKCUPYIOIIEH pacro3HaBaHUE U CHHTE3 aKyCTHUe-
CKOM 1 ’ECTOBOM peun.

Ha ocHOBe IIpoBeIeHHOTO aHaIM3a MOXKHO 0003HAYNTh
CJIE/IyOIIME OCHOBHBIE POOJIEMBI B CO3/IAHUU CUCTEM aB-
TOMAaTUYCCKOTO MAIIMHHOTO CYypAOIIEPEBOJa U BbIACIUTDH
OCHOBHBIC TPEHBI U IYTH PECHICHUS U1 UX TPEOJOJICHUA.

1) llym B nanubix. OTHOI M3 OCHOBHBIX MPOOJIEM SIB-
JSIeTCsl HaJIM4YKe IIyMa B JJAHHBIX, KOTOPBIH MOXET CyIe-
CTBEHHO CHU3UTH TOYHOCTH PACIIO3HABAHUSI )KECTOB M CHH-
Te3a peur. ITO BBI3BAHO IJIOXUM OCBELICHUEM, (POHOBBIM
IIyMOM HJIM HEYETKUMH U300paKCHUSIMA.

Pemenue: s yMEHbIICHNS BIUSHUS IIyMa HEOOXO-
JIIMO MPUMEHSITh METOABI IPe100pab0TKN TaHHBIX, TAKNE
Kak umpTpanusa n3o00pakeHnH, yaydIIeHne KOHTpacTa,
[IyMOTIO/IABJICHUE U JIPYTHe MEeTO/Ibl IM(pPOBOH 00pabOTKH
n3o0paxkeHui. Mcrnonp3oBanne JaHHBIX U3 Pa3IUIHBIX
HNCTOYHUKOB MU B pa3HbIX YCJIOBUAX TAKXKC CHOCO6CTByeT
o0yueHuIo 0osiee YCTOWYUBBIX K IIyMY HEHPOCETEeBBIX
Mojeneil.

2) BapuaruBHOCTB >kecTOB. JKecThl MOTYT 3HAUHTEIILHO
BapbUPOBATHCS B 3aBUCUMOCTH OT MH/NBHUIyaIbHBIX 0CO-
OeHHOCTEH JIoeH, UX CTHIIS KECTOBOM PEUH M CKOPOCTH
BBITTOJTHEHHS )KECTOB.

Pemenue: 1 MOBBILICHNUST TOYHOCTH PACHO3HABAHUS
HEOOXOIMMO MCTIONB30BaTh OoJiee pa3sHOOOpa3HBIE U KPYTI-
HOMAacIITaOHbIE KOPITyca JaHHbBIX, KOTOPHIC YUUTHIBAIOT
pa3IUYHbIC CTUIIN KECTOBOH peun. AyrMEeHTaINs JaHHBIX
1 MCTIOJIb30BaHME METO/IOB PETYIISIPU3ALIUH TAKXKE CIIOC00-
HBI TIOMOYb HEHPOCETEBBIM MOJIENSIM JIydlle 00001aTh
HOBBIC ITPUMEPLI.
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Tab6auya 5. CucTeMbl aBTOMaTHYECKOTO MAIIMHHOTO CYp/OIIepeBOIa

Table 5. Automatic Machine Sign Language Translation Systems

Cucrema OCHOBHBIE XapaKTEPUCTUKU

[NpenHa3Ha4eHH/0COOCHHOCTH

SignAll [86] Hcnonp3yeT TeXHOIOTHH PACIo3Ha-

BaHUS M CHHTE3a )KECTOBOM peun

— IlpenocTaBnser BO3MOXKHOCTh aBTOMAaTHYECKOTO CypAOIepe-
BOZIa C )KECTOBOM pedM B TEKCT U 0OPATHO;

— MMeeT THOKYI0 apXHUTEKTYpy, HO3BOJISIONLYI0 HHTETPUPOBATh
CHCTEMY B pa3iIM4IHBIC CPe/ibl 00yUIEHHsT 1 KOMMYHHKAIINT

Google Live Transcribe
[87]

Pacnio3Haer aynnocurHaibl U BbIBO-
JIUT TEKCTOBYIO TPAHCKPUIILIUIO

— [IpenHa3HavyeHa B nepByI0 odepenb Ui Jrofeil ¢ Hapyle-
HUSMU CIlyXa, YTOOBl OHM MOTJIM YUTATh peyb B PCaIbHOM
BpEMEHU;

— UMEET BO3MOKHOCTB ITEPEBOIA HA HECKOIBKO S3BIKOB

DeepHand [88] Vcrionb3yeT MeToabl MaIIMHHOTO 00-
YUEHUs! JUTS Paclio3HaBaHUs Pa3jiny-

HBIX )KGCTI/IKyJ]SILlI/Iﬁ " XKECTOB

— Hpez[HasHal{eHa JJIs1 aBTOMaTU4€CKOro nepenoja JKECTOBOM
PEeUYHn Ha TECKCT,

— UMEET BO3MOXXHOCTH aJjalTallun K pasIMYHbIM JKE€CTOBBIM
SI3BIKAM U CTHJICBBIM OCOOCHHOCTSM

MotionSavvy [89] Hcnonp3yer kamepy AJis pacrno3Ha-

BaHUsI )KECTOB U IIEPEBOAA UX B TEKCT

— OpueHTHpOBaHa Ha OOICHUE C JIIObMHU, HE BIIAJICIOIIMU
JKECTOBBIM SI3BIKOM, ITyTEM aBTOMATHYECKOTO [IEPEBO/IA KECTOB
B TEKCT ¥ HA00OPOT;

— UMECT BO3MOXHOCTb 06yqu1/m CHCTCMBbI HOBBIM KCCTaM U
a[anTalyuy K HHAMBHLYAIBHEIM OCOOSHHOCTSIM MOJIb30BaTeeH

Microsoft Translator [90] | Mcnons3yeT HHTEIUIEKTyalIbHBIE TEX-
HOJIOTHH JUISI aBTOMaTHYECKOTO pac-

TO3HaBaHUs U CUHTE3a pEIn

— [IpenHazHavyeHa 1iss aBTOMaTHYECKOTO TEpeBoia ayano- 1
TEKCTOBBIX COOOIIECHHIA;
— MMeEEeT MOJIEPKKY MHOMKECTBA SI3bIKOB U INATIEKTOB

Motion Gesture
Recognition [91]

Vcnionb3yeT kamepy Ul pacio3HaBa-
HHSL IBH)KCHHUH U JKECTOB

— Ilo3Bos€T MOJIB30BATEN0 KOHTPOJIUPOBATh YCTPONCTBA U
B3aUMOJICHCTBOBATH C KOMITBIOTEPOM Uepe3 KECTOBYIO PeUb;

— MOXeT OBITh HHTETPUPOBAHA B PA3INIHbIC IUIAT(OPMEL, TAKHE
KaK MOOMJIbHBIC IPUJIOKCHUS U HTPOBBIE KOHCOJIN

3) CnoxHOCTB kecTOB. HEeKOTOpBIE jKeCThl 04EHb TTOXO0-
KM APYT Ha APYTa, YTO 3aTPYIHSIET UX PA3IIHUHE.

Pemrenne: npuMenenne 6osee CI0KHBIX HEHPOCETEBBIX
APXUTEKTYP, TAKUX KaK TPAHCPOPMEPHI, CIIOCOOHBIX yUH-
TBIBATH KOHTEKCT U TIOCIIEI0BATEILHOCTD KECTOB MO3BOJIUT
HOBBICUTH TOYHOCTh pactio3HaBaHusl. Taioke JOMOIHUTEb-
HOC MCIIOJIb30BAHNC MHOTOMOJAJIBHBIX JTAHHBIX, TAKHX KaK
BHUJI€0, ay/IN0, KapT IIyOUHBI U T. [., CIIOCOOHO YIy4IINTh
pasyinueHue MOJOOHBIX KECTOB.

4) IpoGnembl ¢ TPOU3BOANTEIBHOCTHIO. MeToIbI, OC-
HOBaHHBIE Ha ITyOOKHMX HEHpoceTsX, yacTo TpeOyIoT 3Ha-
YUTENIBHBIX BBIYNCIUTEIBHBIX PECYPCOB ISt OOyUIEHUs.

Pemenue: nst CHYDKEHHUS BBIUHMCIUTENBHBIX 3aTpaT
HEOOXOANMO MPUMEHSATh METO/IbI KOMIIPECCHH U OTITUMH-
3aIUy HelpoceTel, Takne Kak KBAaHTH3AIMS, JUCTHIIISIIINS
3HAHWN U UCTIOIb30BAHUE JIETKOBECHBIX APXUTEKTYDP.

3akarouenne

OOmnacTp pacro3HaBaHUs ¥ CHHTE3a 3By4allel U )KeCTo-
BOI pedn sIBIsIeTCS OMHON M3 Hamboliee aKTHBHBIX U Tep-
CIIEKTHBHBIX B COBPEMEHHON KOMITBIOTEPHOH Hayke. DTH
TEXHOJIOTHH HaXOAAT IIUPOKOE MPIMEHEHHE B Pa3THIHBIX
o0macTsIX, TaKUX KaK CHCTEMBI yIpaBieHus, 00paboTka
€CTCCTBCHHOT'O A3bIKA, KOMIIBIOTEPHOEC 3pCHUE, MCIUIIU-
Ha, oOpa3oBaHue U T. . B mocieaHue rofpl ¢ pa3BUTHEM
METO/IOB ITyOOKOTO MalIMHHOTO O0y4YeHHsl HaOIIoaeTcs
3HAYMUTEIIBHBIN POrpecc B 001aCTH Paclio3HaBaHUs U CHH-
Te3a, YTO TO3BOJISIET CO3/1aBaTh OoJiee TOUHbIE, OBICTPhIE
1 3(p(heKTUBHBIE CHCTEMBI JIBYyXCTOPOHHETO MAaIIMHHOTO
cypaonepeBoja.

B HacTosmiei pabote paccMOTPEHBI HECKOIIBKO KITIO-
YEBBIX ACTICKTOB Pa3padO0TKH HAICKHON CHCTEMBI aBTOMa-
THYECKOTO JIByXCTOPOHHETO MAIIMHHOTO CYPIOTIEPEBO/A.
Hampumep, meTonipl pacrio3HaBaHUSI U CHHTE3a )KECTOBOU U
ay/IMBU3YyaJIbHOM pevH, a TaloKe CyIIECTBYOIINE KOpIyca 1
cucTeMbI cypJonepeBoa. [IpoBenieH TiarebHbli aHaIu3
U C/IeJIaHbl BBIBOJIBI O COBPEMEHHOM COCTOSIHMM 00JacTH
MCCIIE/IOBAHNS U HanOoJlee TIePCIeKTHBHBIX HAPaBICHHSIX
0 Ka)K/IOMy U3 aCIeKTOB.

B nocnennue rogsl METObI IITyOOKOTO MallMHHOTO
o0yueHHs (CBEpTOUHbIE, PEKYPPEHTHBIE, TeHEPAaTHBHO-CO-
CTs3aTeIbHBIC HEHPOCETH U TpaHC(HOPMEPHI), CTaTH OCHOB-
HBIMH HHCTPYMEHTaMH JUTS PEIICHHUS 3aad PacIiO3HABAHUS
W CHHTE3a, KaK 3BYJaIlei, TaK 1 )KECTOBOU pedr. DTH Me-
TOZBI IO3BOJISIOT CO3/IaBATh OoJiee TOUHbIE 1 A(P(EeKTHBHBIC
HEHpOCEeTeBbIE MOJIENH, CIIOCOOHBIE padOTaTh C PA3INIHbI-
MH THUIIAMH OAHHBIX U obecrieunBarh XOopoIee Ka4eCTBO
HEOOXOIUMOTr0 pe3yJibTara.

OTMCTI/IM, YTO CYHCCTBYIONIUX ayAUOBU3YAJIbHBIX U
JKECTOBBIX KOPITYCOB HEAOCTATOYHO JUIsl O0yUeHHs peatb-
HBIX CUCTEM PACIO3HAaBaHUsI M CHHTE3a 3By4alllell 1 KeCTo-
BOH pedn. DTO CBSA3aHO C TEM, UTO CO3/IaHNE Ka9eCTBEHHBIX
KOPITyCOB TpeOyeT OOIBIINX BPEMEHHBIX W (PHHAHCOBBIX
3aTpart, a TaK)Ke IKCIIePTHHIX 3HAHUI B o0MacTu coopa u
Pa3MeTKH JaHHBIX. BOJIBITMHCTBO CYIIECTBYIONINX KOPITY-
COB COneprKaT OTPAHWICHHOE KOJMYECTBO MMPUMEPOB, UTO
3aTpyaHsieT 00ydeHne HeHPOCETeBBIX MOJICTICH Ha peab-
HBIX TAaHHBIX U MPUBOAUT K HEAOCTATOYHOMY KadeCTBY UX
pabOThI B peaibHBIX YCIOBHSX.

Kpome Toro, cymiecTByIone CUCTEMbl MAaIIMHHOTO
CypAornepeBoia UMEIOT OMpe/Ie/ICHHbIE OrpaHueHus! (HU3-
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Kasi TOYHOCTh PACIIO3HABAHUS M MEJUICHHASI CKOPOCTh CHH-
Te3a). B pesynbTrare cyniecTBy OIS METOIBI U MOJICITH HE
BCETNIa CIIOCOOHBI TOUHO 00padaThiBaTh Pa3HOOOpPA3HEBIC
CIICHAPHUH W YCJIOBUS UCIIOJIb30BAHUS, TAKUAEC KaK pa3iInd-
HBIE JIMAJIEKThI, AKIIEHThI, CKOPOCTh U MHTOHAIMS PEYH, a
TAKKE JKECThl U MUMHUKY JIHIIA.

JlJist IpeoIoNIeHUs BBISIBIICHHBIX OTPAHUYCHUN U TIO-
BBINICHHUST SPPEKTUBHOCTH CHCTEM aBTOMATHYECKOTO Ma-
LIMHHOTO CYp/IOTIEPEBO/Ia B PEAbHBIX YCIOBHIX MOXHO
BBIICJIUTH CJICAYIOIINE TIEPCIIEKTUBHBIC HAITPABICHHUS IS
UX YCOBEPIICHCTBOBAHUS: YIIYUIIICHHE aJITOPUTMOB TIpe-
n00paboTkK JaHHBIX (pa3padborka Oosee 3(hHEKTUBHBIX
METOMOB I (DMIIBTPAIMH IIIyMa ¥ YIYYIICHHUS KauyecTBa
BHJICO B YCIIOBHUSX TUIOXOTO OCBEIICHUS; HHTCTPAIIUS MHO-
TOMOJIAJIBHBIX JaHHBIX (ayIU0, BUICO, TCKCT, KAPTHI [ITyOH-
HBI, TAHHBIC CEHCOPOB U T. [I.); 00yYCHUE Ha PACIIUPEHHBIX
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AHHOTaNMA

BBenenue. B pabote mccieoBaHbl alropuTMbl MapmpyTusanuu i ceteid Ha kpucramie (CenK). [IpuBenen anamms
CYIIECTBYIOIMINX aJITOPUTMOB MapIIPYTU3AIH, BBIIETIEHBI NX OTPAHUYCHHS U 00nacTn npuMeHeHnst. OIieHKa alnropuTMOB
MIPOBEJICHA C yUETOM TPeOOBaHHI KOHKPETHBIX MPIIIOKEHHH 1 0cOOeHHOCTeH apxuTekTyp. [IpeacraBieHs! pe3ysraTsl
CpaBHEHHMSI IIPOU3BOIUTEIEHOCTH PACCMATPUBAEMBIX alTOPUTMOB. MeToA. AHAIIN3 U CPaBHEHHE PA3IIHIHBIX AITOPUTMOB
MapupyTtusanuu st CenK npoBeneHsl ¢ y4eToM KPUTHUECKH BaXKHBIX XapakTepucTuk. OCHOBHOE BHHUMaHHE
yZGNEHO TaKKM aJropuTMaM MapLIpyTH3alny, KaK JeTePMUHUPOBAHHBIN XY-aJIrOPUTM, aJrOpUTM ITOBOPOTA MOJIEIIH,
MapUIpyTU3alus C y4E€TOM MEPErpy30K, OTKa30yCTONYMBAs MapIIPyTH3ALKs, MAPLIPYTU3aLUs C YYETOM «KauecTBa
YCIyTH», alTOPUTM MypaBbUHON KOoTOHMH. [TokazaHo, 4TO BBIOOP anropuTMa MapHIpyTU3ALUH J0TKEH OCHOBBIBATHCS
Ha cTIenu(pUIecKuX TPeOOBAHUAX U YCTOBUSIX NCTIONB30BaHUS ceTH. [loka3aHa Ba)KHOCTh aIaNTally K Pa3HOOOpa3HbIM
YCIIOBHSIM | 33J[a4aM, C KOTOPBIMH MOTYT CTOJIKHYThCS TT0Tb30Bareny 1 pa3padorankn CenK. OcHOBHBIE pe3y/IbTaThl.
C UCTONB30BaHNEM JaHHBIX U3 CYIIECTBYIOMINX HCCIISOBAaHUH IPOBE/ICH aHAIHN3 aITOPUTMOB Ha OCHOBE HECKOJIBKHIX
KITIOYEBBIX ITOKa3aTelel: 3aJiepkka, IPOITYyCKHasl CIIOCOOHOCTH, alaliTHBHOCTD, OTKA30yCTONYHUBOCTD M CIIOXKHOCTH
peanu3anyuy. BeIsIBIeHBI CHIIbHBIC U CITa0ble CTOPOHBI K)KIOTO aJITOPUTMA B PA3IMYHBIX CLIEHAPHUSIX UCTIONB30BAHUS U
HpH pa3HoOil Harpy3ke Ha ceTh. [loka3aHo, 4To BHIOOP AJITOPUTMA MapIIPyTH3ALMH JIOJDKEH OITUPAThCsl HA KOHKPETHBIE
Tpe6OBaHI/I$[ 1 yCJIOBUS MCIIOJIB30BaHUSA CE€TH, a TAKKE Ha OamaHc MEXAY NPOU3BOAUTEIIBHOCTHIO, aJallITUBHOCTBIO,
0TKa30yCTOHYMBOCTBIO U CIIOKHOCTBIO peanu3anuu. O6cysxkaenune. MccnenoBanne BHOCUT BKIAA B TTOHUMaHUE
s¢dexTrBHOCTH pa3nuyHBIX anroputMoB MapupyTn3anuu B CenK. IIpegocTaBneHs! pekoMeHIany I HX BIOOpa B
3aBUCHMOCTH OT CTIeNM(HIECKNX TpeOOBaHWI MPHIOKEHHUS U apXUTEKTYphI cucTeMbl. MccnenoBanne criocoOcTByeT
yTITyOJIeHUIO TOHNUMAHHS BIUSHMS aJdTOPATMOB MapIIpyTH3anun Ha odmyto spdexkruBHocTs CenK. IIpemmoxens
HaIpaBJICHHs JaJbHEHIINX YCOBEPIICHCTBOBAHUN B 3TOH oOmacTu. Pe3ynbraTel paboThl MOTYT OBITH HPUMEHEHBI
MIPH TPOEKTHPOBAHUH H Pa3pabOTKe BHICOKOIPOM3BOAUTEILHBIX MHOTOIPOLECCOPHBIX CUCTEM Ha KpHCTAIe, I
a¢dexTrBHAs MapIIpyTH3ALUS JAHHBIX MEXKIY Pa3INYHBIMUA KOMIIOHEHTAMH CHCTEMBI SIBJISIETCS KITFOYEBBIM (haKTOpOM
obecredeHnst BBICOKOH MPOU3BOANTENIBLHOCTH. [To1uepKHyTa 3HAYMMOCTD Pa3padOTKH OTKA30yCTOHUYNBBIX aJITOPUTMOB
MapuIpyTH3aIUH, CTOCOOHBIX 00eCNeunBaTh HEMPEPHIBHOCTh PAOOTHI CHCTEMBI B CIyuae OTKAa30B OTAEIbHBIX
KOMIOHEHTOB MJIN y370B. DTO 0COOEHHO BaXKHO ISt KPUTHUECKUX MPHUIOKEHHH, T/Ie HEMPEPhIBHOCTh CEpBUCA U
CHIDKEHNE PHCKA TIOTEPH JAHHBIX SBIISIOTCS MIPUOPUTETHBIMH 33/1a4aMH.
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Abstract

This paper examines routing algorithms for networks on a chip (NoC). An analysis of existing routing algorithms is
provided; their limitations and areas of application are highlighted. The algorithms were evaluated taking into account
the requirements of specific applications and architecture features. The results of comparing the performance of the
considered algorithms are presented. Analysis and comparison of various routing algorithms for NoC are carried out
taking into account critical characteristics. The main attention is paid to such routing algorithms as the deterministic XY
algorithm, the model rotation algorithm, congestion-aware routing, fault-tolerant routing, Quality of Service routing, and
the ant colony algorithm. It is shown that the choice of routing algorithm should be based on the specific requirements
and conditions of use of the network. The importance of adapting to a variety of conditions and tasks that NoC users and
developers may encounter is shown. Based on data from existing studies, an analysis of algorithms was carried out based
on several key indicators: latency, throughput, adaptability, fault tolerance and implementation complexity. The strengths
and weaknesses of each algorithm are identified in various use scenarios and under different network loads. It is shown
that the choice of a routing algorithm should be based on the specific requirements and conditions of use of the network,
as well as on the balance between performance, adaptability, fault tolerance and implementation complexity. The study
contributes to the understanding of the effectiveness of various routing algorithms in NoC, providing recommendations
for their selection depending on the specific application requirements and system architecture. The study contributes
to a better understanding of the impact of routing algorithms on the overall performance of NoC, suggesting directions
for further improvements in this area. The results of the work can be applied in the design and development of high-
performance multiprocessor systems on a chip where efficient data routing between various systems components is a key
factor in ensuring high performance. The importance of developing fault-tolerant routing algorithms that can ensure the
continuity of system operation in the event of failures of individual components or units is emphasized. This is especially
important for mission-critical applications where service continuity and reducing the risk of data loss are top priorities.
Keywords

integrated circuits, multicore systems, network on a chip, traffic patterns, deadlock, resource starvation, routing
algorithms, deterministic routing algorithms, fault-tolerant routing, congestion-aware routing, network efficiency
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BBenenue

B nacrosmee Bpems cetu Ha kpucramie (CenK) npu-
3HAIOTCS KIIFOUYEBBIM KOMIIOHEHTOM B apXHUTEKTYpE BBI-
COKOTIPOM3BOJAUTEIHHBIX M MHOTOIIPOILIECCOPHBIX CHCTEM
Ha kpuctainie (CuK) [1]. M3-3a Bo3pacTarommx Tpedo-
BaHUIl K MPOU3BOIUTEIILHOCTH U 3HEPTrod3(h(HEKTUBHOCTH
B COBPEMEHHBIX BBIUHCIUTEIbHBIX cucTeMax 3(PdeKTHB-
HOCTh MapuipyTuzanuu B CeHK cTaHOBUTCS KpUTHYECKU
BakHOM [2]. OHAKO CIIONKHOCTH MapUIPyTHU3ALUH YCY-
ryossieTcst pa3HOOOpa3neM TONOJIOTUH CeTH, TUHAMUKON
Harpy3Kd ¥ OrpaHUYEHHSIMH 10 33epKKe ¥ MPOIYCKHOMH
criocoOHocTH [3]. DTO BieveT 3a cOOOH HEOOXOIUMOCTD
pa3paboTKH alTOPUTMOB MAPIIPYTHU3AIHNH, CIIOCOOHBIX OTI-
TUMH3HUPOBATH ATH ITAPAMETPHI, YIUTHIBAS CrieIu(uIecKre
TpeOOBaHUS MPHUIIOKEHUH U apXUTEKTYPBI CUCTEMBI [4—7].

B Hacrosmeit pabote paccMoTpeHa mpobaeMa MapIipy-
tu3anun B CeHK, ee BinmstHAE Ha OOITYIO IPOM3BOAUTEIb-
HOCTh 1 3HeprodddexruBHocTs CHK. BrImonHen anamms
CYNIECTBYIOIIUX MOAX0A0B K MapupyTusanuu B Cenk,
OITMCAHBI MX MMPEUMYIIECTBA U HEJJOCTATKH.

IIpenmer ucciaeroBanus

Apxutekrypa CHK mocTosHHO MEHSETCSI, 9TOOBI COOT-
BETCTBOBATh COBPEMEHHBIM TCHACHLIMSIM ITPOU3BOANUTEIIb-
HOCTH | DHEpronoTpebdinenus. MHOTOsIIepHast apXUTEKTypa

B HACTOSIIEE BPEMsI aKTUBHO HMCIOJIB3YETCs Ul MHOTHX
CuK, u 3Ta TeHaeHIMA MprobpeTaeT MOMyaIPHOCTH 110
Mepe TOTo, KakK Bce O0JIbIIe pa3paboOTIYMKOB BHIOUPAIOT 3TOT
noaxon. [Ipoussoaurensuocts CHK B TakoM citydyae Oynet
OIIPELEIAThCA apXUTEKTYpoil Mexxcoeaunenuil. Ilpu uc-
TMOJIb30BaHUN KOMMYHHKAIIMOHHBIX apXUTEKTYp Ha OCHOBE
IIMHBI CHIDKAIOTCSI BpEMEHHBIE XapaKTePUCTUKH (0COOEHHO
9TO NPOSIBIISIETCS Ha Tare (PU3NIECKOro NPOEKTHPOBAHMS)
U B IIEJIOM pa3paboTKa CTAaHOBHUTCS CIIOXKHOM.

CoBpeMeHHBIE TOAXObI K TIPOSKTUPOBAHUIO MHOTOSI-
nepHbix CHK B KauecTBe apXHUTEKTYpPbl MEKCOSTNHEHN I
ucrmonp3yor CenK. B Takoif METOTOIOTHH TTPOESKTUPO-
BaHUSI IPUMEHEHBI KOHLEIINH BBEIYUCINTEIBHBIX CETEH
U KPYIHOMACIITAOHBIX MapajeNIbHBIX BHIYUCIUTEIBHBIX
cucreM. CenK mpezacraiser co6oit CTPYKTypHUPOBAHHYIO
CBSI3b MEX/1y OJIOKaMH M IIPEOI0JIeBAET y3KHE MeCTa IIUHBI
C TOYKH 3pEHHsI MaclITaOupPyeMOCTH.

CenK — MHHOBAIMOHHBIN MOAXOJ K MPOEKTHUPOBa-
HUIO KOMMYHHKAIIHOHHBIX CUCTEM BHYTPH UHTETPAIBbHBIX
cXeM, 0COOEHHO B KOHTeKcTe MHoromnponeccopusix CHK.
Onu obecreunBaroT MacTabupyeMyto U 3pPEeKTHBHYIO
METOAMKY JJISl YIPABICHUS B3aUMOCBSI3bI0 MEXy pas-
JMYHBIMA MOJYJISIMH, TAKUMH KaK MPOLIECCOPBI, TTaMSITh U
CTEIHATIM3UPOBAHHEIC YCKopuTeny [8, 9]. MapmipyTusarus
CTAQHOBUTCS aKTyaJbHOH, KOTJA YUCIIO MOAKII0IaeMbIX
KOMITOHEHTOB Ha YHIIE OKa3bIBACTCS JOCTATOUHO OOJIBIINM,
YTOOBI IpAMO€ UX COCIUHECHHUE CTAJI0O HEBO3MOXXHBIM HJIN
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M.W. BonpapeHko, A.E. lNnatyHoB

HEeI(PEKTUBHBIM C TOUKH 3PEHHMS IUIOIAIU YHIIA U OTpe-
Onenus sHepru. [Tpu 5ToM HEOOXOMMOCTE B peati3alin
CIEIMAIbHBIX MPOIIECCOB MapHIPYTH3AI[MK HAaYMHACTCS C
4yunos, coaepxamux ot 4 1o 8 suep. CoBpemennbie CHK
MOTYT BKJIIOYATh JACCATKU WM Ja’ke COTHU sep, U OXKH-
JlaeTcs, 9To B Oy/IymieM MX YUCIo Oy/leT pacTH, yIUTHIBas
TPEH/BI K YBEIMUYCHUIO MTPOU3BOAUTEIBHOCTH U MacIITa-
o6uposanmio. CenK MOXXeT 3aHUMATh 3HAYUTEIHFHYIO YaCTh
IUIOIIAIM YuIa, 0cooeHHo B ciaokHBIX CHK ¢ BBICOKOM
CTENEHBIO NHTETPALUK 1 OOJIBIINM YHCIOM KOMIOHEHTOB.
DTO OTHOCHUTCS K pean3alii Kak KOMMYTaI[HOHHBIX lie-
MEHTOB M KaHAJIOB CBSI3H, TaK U K JIOTUKE JIJIsI YIIPABICHHS
MapIIpyTU3aued 1 00paboTKoM ONIMOOK. YIEIbHBINA BEC
CeTH B OOIIEH IJIOIMIAAN YUIa MOXKET U3MEHSATHCS U JUIs
CJIOKHBIX MHOTOSIJICPHBIX IPOIECCOPOB COCTABIATE OT 10
10 30 %. BpemenHsble 3a1epiKKH, CBSI3aHHbIE ¢ epeaadeit
naaHbIX yepe3 CenK, BakHBI 115t 00IIEH TPOU3BOIUTEIb-
Hoctu CHK. 3afiepKKu MOTYT OTIIMYATHCS B 3aBUCHMOCTH

s VAN

OT JUIMHBI IIYTH, 3arpy’KEHHOCTH CeTU U 3(PPEKTUBHOCTH
MEXaHU3MOB Mapuipytusanuu. B To Bpems xak coBpe-
MEHHBIE TE€XHOJIOTUU CTPEMSTCS MUHUMU3UPOBATH ITU
3aJIepKKH, OHHU BCE €Ll UIPAIOT BAXKHYIO POJIb B ONpeEsie-
JICHUH MPOU3BOIUTENBHOCTH BBICOKOIIPOU3BOAUTENBHBIX
BBIYHCIIATEIBHBIX CHCTEM.

Apxutektypa CenK ocHOBaHa Ha IPUHIIATIAX, UCTIONb-
3yEMBIX B KOMIIBIOTEPHBIX CETAX M TEICKOMMYHHKAIIH-
AX, ¥ aJanTHPOBaHa JUIl MacIITada MHTETPATbHBIX CXEM.
OcHoBHble KOMIOHEHTH! CeHK BKITIOUAIOT BBIUYMCIUTEIND-
HBIC Y3JIbl, MapUIPYTU3ATOPBI IS MEPECHIIKH JTaHHBIX
MEXAY y37aMHU U KaHAJbI CBSI3U, COCIUHAIOMNE MapIll-
pPyTH3aTOpbl. APXUTEKTYpa MOXKET ObITh OpPraHU30BaHa B
Pa3JINYHBIX TOMOJOTUAX, TAKUX KAaK CETKA, IEPEBO, KOJIBIIO
WJIN HECTaH/IapTHBIC TOMOJIOTUH, CIICI(UYHBIC IS Tpe-
OoBaHMIT KOHKPETHOM cucteMsr [10—12].

Ha puc. 1 nokxasans! Tunnunsie apxutektypsl CHK Ha
OCHOBE IIMHHOW M CETEBOW apXUTEKTYP.

AN

CereBoit
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S
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[Tpoueccop HIrioc
ITamsTh
I'paduueckmii
Tponeccop YCKOPHUTEIH il [mc
ITamsTh
|| Warepdeiic
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Moct "
[Ipoueccop

I'padpuueckuii
YCKOPHTEIb

IIPUEMHUK
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TepeaTInK

IIpoueccop

Puc. 1. Tlpumep crcTeM Ha KpHCTaIIC HA OCHOBE MIMHHOM (@) u ceteBoit apxutektyp (b). HIIOC — mmdposoii mporeccop
00paboTku curHanos, [IJTMC — nporpaMMupyemast TOrn4eckasi HHTerpaibHas cXxema

Fig. 1. Example of systems on a chip based on bus (a) and network (b) architectures. I{IIIOC — digital signal processor, ITJINC —
programmable logic integrated circuit
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CereBast apXUTEKTypa UMEET IPEUMYIIECTBa MO CPaB-
HEHUIO ¢ TpajnnnoHHbiMK mnHEBIME CHK. Hanpumep, ona
o0ecrieyrBaeT BBICOKYIO MAaCHITaA0UPyEMOCTb, TTO3BOJISIS
(G PEKTUBHO yBEIMYMBATH KOJIMYECTBO y3JIOB O€3 3HAYH-
TEIBHOTO YXYALICHUS IPOU3BOANTEIBHOCTH, UTO SIBIISICTCS
KPUTHYECKUM JIJISI KOMIIEKCHBIX MHOTOTIPOIIECCOPHBIX
CuK. B ommmume ot mmH, TA€ mepenada JaHHBIX OTPaHU-
yeHa onHUM KaHanoMm, CenK mognep:kuBaeT MHOXECTBO
TapajuIeNbHBIX MyTeH Mepeadn, yMEHbIIas 3aICPKKI U
YBEIMYMBAs IPOITYCKHYIO CIOCOOHOCTb. Takxke apXuTeK-
Typa CenK mo3BonseT onTUMU3NPOBATh KOMMYHUKAITUIO
B COOTBETCTBHH C KOHKPETHBIMU TPEOOBAHUSAMHU MPHUIIO-
JKEHHsI, BKJIIOYAsi ONTHMH3AIMIO SHEPTonoTpeOsIeHus 1
CHIDKEHHE 3aJIepPIKeK.

CenK oTnnuarorcst OT APYrux TUIIOB CETEHN PSIIOM YHH-
KaJIbHBIX XapaKTePUCTHK, 00yCIOBICHHBIX UX IIPUMEHE-
HUEM B MHTErpaibHbIX cxemax. Tak, CenK ¢usmueckn
WHTETPUPOBAHBI B OJJUH KPHUCTAII TOTYNPOBOJHUKA U
TIpe/THa3Ha4Y€HBbI TS HCTIOIb30BAHNS B MUKPOIJIEKTPOHUKE.
B To Bpems Kak Apyrue TUIBI CETE MOTYT MCIIOIb30BATh
pazHoOoOpa3HbIe (PU3UUECKHUE CPEabl TIepeaadr, BKI0Uas
OTITOBOJIOKHO U pajnodactoTsl. Kpome toro, CenK npemna-
3HAYEHBI JUIsl O4€Hb MAIIBIX (PU3MYECKUX Pa3MEPOB, OOBIYHO
B TIpefienax OJHOT0 KPEMHHEBOTO KpHcTajuia. DTO MpUH-
IUMHATBHO OTINYAET UX OT JIPYTUX CeTel, KOTOPbIe MOTYT
OXBaTbIBATH OT HECKOJIBKUX METPOB J0 THICSY KUJIOMETPOB.
bnaronapst 6nmuzoctu komnonentoB CHK npyr k apyry
1 MCIOJIBb30BAHUIO CHEIMAIU3UPOBAHHBIX IPOTOKOJIOB U
tornosoruii, CenK MoryT obecrieunBaTh O4CHb BBICOKYIO
MIPOMYCKHYIO CITOCOOHOCTh M MUHUMAJIBHYIO 3a/I€PXKKY.
Jnst ApyTrux Ki1accoB ceTel 0OBIMHO XapaKTepHb! OOombIIme
3aJIep’)KKN M OTpaHWYIEHHAs MPOIYCKHAsl CHOCOOHOCTH T10
TIpUYNHE OOJBINNX PACCTOSHUN M MCTONB30BaHUsSA OoJee
YHUBepCcaTbHBIX TPoTOKOJIOB. B CenK BaxkHO MUHMMU-
3MPOBATh SHEPTONOTPEOICHNE U3-3a OTPAaHUYCHHUN TeTIIO0-
BBIJICJICHHSI B MHTETPAIbHBIX CXeMax. B apyrux cersx,
XOTsl SHEProd(PPEeKTUBHOCTh TAKKE SBISICTCS BaXKHBIM
(hakTOpOM, OrpaHUYEHHMSI 10 TEIUIOBBIJIEICHHIO MOT'YT OBITH
MeHee kputnyHbl. Takxke B CenK, kak u B mo00#t 1pyroit
HMHTErPAJIBHOM MOJYNPOBOAHUKOBOI BBIYMCIUTEIBHOM
cucTeme, obecredeHre 0TKa30yCTOWIMBOCTH SBISICTCS
KPUTHYECKH BaXKHBIM BCIIEJICTBUE OTCYTCTBHUSI BO3MOXKHO-
CTH BHECTH MCIPABICHUS B TOTOBBIN KpucTail. B apyrux
THIaX CETEH pa3IMYHBIC BBIIEAIINE U3 CTPOST KOMITOHEHTHI
MOYKHO 3aMEHUTH UCTIPABHBIMH.

Taxum o6pazom, CenK mpexacrapisitor cobol crierua-
JIM3UPOBAHHBIN THIT CETH, ONTUMU3UPOBAHHBIN [T KOM-
MYHHUKAIlUM BHYTPH MUKPO3JIEKTPOHHBIX yCTPOMCTB, 4TO
CYIIECTBEHHO OTJIMYAET UX OT JPYIHX CETEBBIX TEXHO-
JIOTHH, IPEAHA3HAYCHHBIX JJIsl O0Jiee IUPOKOTO CIIEKTpa
TIPUMEHEHHUH M YCIIOBHI SKCILTyaTaIHH.

B coBpeMeHHOM MUp€ BBIYMCIUTEIbHBIX CUCTEM U Ce-
TEBBIX TEXHOJIOTHH, aJITOPUTMBI MapIIpyTH3AIMN UTPAIOT
KITFOYEBYIO poIib B obOecriedeHUH d()PEKTUBHOCTH U Ha-
JICKHOCTH TNepeiadn JaHHBIX MEXK/Ly Pa3INIHBIMU y3JIaMU
B cucTeMe. Bo BpeMs HCIONb30BaHUS alrOPUTMOB HEOO-
XOJIMMO YUHTBHIBATh BO3MOXHBIE MpooiaeMbl. Hampumep,
Ba)KHO PAaBHOMEPHO PACIHpPENEATh Tpa(uK MO CETH AL
ONTUMU3AINHI HCTIOIb30BaHUSA PECYpCOB U IPEIOTBpa-
IICHUS Y3KUX MECT, 4TO TPeOyeT CIOKHBIX MEXaHHU3MOB
yHpaBlieHus: norokamu u Oydepuzanun. Takxke MUHU-

MU3alKsl SHEPronoTpeOieHHs: MPH COXPAHEHUH BBICOKOH
MPOM3BOJUTEIILHOCTH MapUIPYTH3ALMH SBISIETCS BAYKHOM
3aj1a4eii, 0COOEHHO B MOOMIIBHBIX M BCTPANBAEMBIX CHCTE-
max. Pasnuunble Tunel cereBoro Tpaduka B CenK moryr
Pa3IMYaThCS B 3aBUCHMOCTH OT ITPUIIOKEHHS U ApXUTEKTY-
pst koaKpetHOU CHK [13, 14]. O0mmie Moaenu BKITFOYaroT
B ce0st Tpa(uKI: paBHOMEPHBIH (KaXK bl y3€I B3anMOICH-
CTBYET C JTFOOBIM JIPYTUM Y3JIOM C PaBHOI BEPOSITHOCTEIO),
JIOKATM30BAHHBIN (CBSI3b MEXKIY OMpPENEICHHBIMA y3Ia-
MU npoucxoquT vamie [15, 16]) u Tpaduk ¢ Berieckamu
(xapakTepusyeTcsi BHE3aITHbIM BCILUIECKOM TPEOOBAHMM K
cBsi3u [17]). CyliecTBYIOT pas3inyHbIC BUIbI OJIOKHPOBOK
W HeJoCTaTKH pecypcoB. Hampumep, B3auMoOIOKUPOBKa
(Deadlock) Bo3HuKkaer, koria HaOOp MakeToB OJIOKUPYETCS
HaBCeT/Ia, MPH 3TOM Ka)Ibli TTaKeT 0)KHUJAeT PECypCOB,
KOTOPBIE YACPKUBAIOTCS IPYTUMH TTAaKEeTaMH. DTO CO31aeT
IUKJINYECKYIO 3aBHCUMOCTb, TIPH KOTOPOH HH OJIMH TTaKeT
HE MOXKET MTePEMEIaThCs, 9TO (PaKTHUSCKU OCTaHABIHBACT
cBs3b B cetH [ 18, 19]. Cutyanus, Koria makeTbl HOCTOSHHO
MEHSIOT CBOE€ COCTOSIHHE WIIH TOJIOKEHHE, HO HUKOTIIA HE
MIPO/IBUTAIOTCS K MECTy Ha3HAUEHUS, HA3bIBACTCS KUBAS
OyIoKHMpoOBKa. B oTimume oT B3aMMOOJIOKUPOBKH, TTaKe-
Thl HC OCTAHABJIMBAKOTCs, BMECCTO 3TOI'O OHH IMOCTOAHHO
JIBUTAIOTCS1, HO 0€3 MPOAYKTUBHBIX pe3yibraros [20]. Onun
U3 Pa3HOBUJIHOCTEU HEJ0CTaTKa PECypCOB — PECypCHOE
roJioflaHue, KOTOPOe TPOUCXOJUT, KOT/la ONpe/ie/ieHHbIE
MaKeThl B CETH MOCTOSHHO 33CPKUBAIOTCS MM UM OT-
Ka3bIBAIOT B JIOCTYIIE K pecypcaM, B TO BPeMsl KakK JIpyrue
MaKeThl MPOIOJKAIOT 00pabaThIBaThCs HOPMAIBHO. DTO
TIPUBOIUT K HEOTPEIEICHHON OTCPOUKE HEKOTOPBIX ITaKe-
ToB [21-23].

MeToanbl 1 MaTrepuaJabl

Kask/1p1it aroput™ MapupyTu3aniy MOXKET XapaKkTepu-
30BaThCsl HECKOJILKUMU TTOKa3aresisiMu. B anHo# pabore B
KauecTBE OCHOBHBIX METPHK JJIsI CPAaBHEHUSI aJITOPUTMOB
OBLTH BHIOPAHBI HECKOJIBKO KITIOUEBBIX MTOKa3aTene —
MIPOU3BOIUTEIILHOCTD (COBOKYITHOCTD 3a/I€PKKH U IIPO-
MTyCKHOH CITOCOOHOCTH), aAaTHBHOCTD, OTKA30yCTONYN-
BOCTB U CIIOKHOCTH peanu3anuu. PaccMorpum noapobHee
KX U3 KpUTepreB cpaBHeHus (Taom. 1).

B pamkax HacTosmen paboThl paCCMOTPEHBI pa3nny-
HbIC THUITbI CTATUCTUYCCKUX U TUHAMUYCCKUX AJITOPUTMOB,
a TaKoKe JlaHa UX KpaTKasi XapaKTepUCTHUKA 110 TIepEeUrCIICH-
HBIM KPUTEPUSIM CpaBHEHHUS. AHAJIM3 OCHOBAH Ha JAHHBIX
U3 CYIIECTBYIONINX MCCIIEOBAHNHN, YTO MO3BOJISIET BBIS-
BUTH CHJIbHBIC M CJ1a0ble CTOPOHBI KaXJIOTO aJIropuT™Ma
B PA3IMYHBIX CIEHAPHUIX MCIIOIb30BAHUS M NMPU Pa3HOU
HarpysKe Ha CeTb.

JlamM XapakTepuCTHKY KaXKIOMYy aJITOpUTMY I10 Tiepe-
YHCIEHHBIM KPUTEPHUSIM.

XY-anroputMm. JleTepMUHUPOBAHHBIN AJTOPUTM, B
KOTOPOM IAKEThI CHAaYaJIa MapLUIPyTU3UPYIOTCA 110 Ocu X, a
3areM 10 ocH Y. JIaHHBII anropuT™ 0OBIYHO 00ECTICUHBACT
HU3KYIO 33JICp>KKY ¥ BBICOKYO POITYCKHYIO CITOCOOHOCTb
B YCJIOBHSIX pPAaBHOMEPHOTO Tpaduka Oiaromapsi CBOCH mpo-
CTOTE M MPEACKa3yeMOCTH. ATaITUBHOCTh OTCYTCTBYET,
TaK Kak aJITOPUTM HE pearupyeT Ha U3MEHCHHUS B CETH,
TakHe Kak reperpyska mwin coou. OTKa30ycToH4nBOCTh
HU3Kasl, IIOCKOJIbKY OHa HE MOXKET IMHAMUYECKH MEHSThH
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Tabnuya 1. MeTpuky U1 CPaBHEHHSI aITOPUTMOB

Table 1. Metrics for comparing algorithms

Kputepuii cpaBHenus

Ornucanue Kputepust

3anepxka

Kpurnueckn BaXXHBINH KPUTEPUH, BIUSIOMNI HA IIPOM3BOUTEIBHOCTh CETH, OCOOCHHO B MPHUIIOXKE-
HHSIX peajbHOTo BpeMeHH. Mccie1oBaHus TOKa3bIBAIOT, YTO aJIrOPUTMBI, HCIOIBL3YIOLIHME IPeIBaAPU-
TCJIbHBIC BBIYUCJICHUA MapUIPYTOB, KaK IIpaBUJIo, 00€eCIeynBaT MECHBIIYIO 3aJICPKKY 110 CPAaBHEHUIO
C QITOPUTMAMH AMHAMUYECKOH MapiipyTusanuu. OHaKO, B YCIOBUSX BBICOKOWH HArpy3KH Ha CETb,
JUHAMHUYECKUE aITOPUTMBI CIOCOOHBI Ooee 3(h(EeKTUBHO aTaNTUPOBATHCS K M3MEHEHUSM, YTO I10-
TEHIMAIBHO MOKET CHU3HTD 3aJICPXKKY 3a CYET ONTUMHU3ALMHU My TeH Iepeadn JaHHbIX

[IpomyckHas crIoCOOHOCTB

JlaHHBII KpUTepHil 3aBUCHUT OT Y (HEKTHBHOCTH HCIOJIB3yEMBIX aJTOPUTMOB MapIIpyTH3anuH. B koH-
TEKCTE MPOITYCKHOH CIOCOOHOCTH aJITOPUTMBI, CIIOCOOHBIE ONITHMHU3UPOBATH UCIIONB30BAHHUE CETEBBIX
pecypcoB 1 MUHUMM3UPOBATh KOJUIM3KHU, IEMOHCTPUPYIOT JIy4lINe Pe3ybTaThl. BoIonHeHHbIE HC-
CJIEIOBAHUS JOKa3aJIH, YTO aJTOPUTMBI C MOAJIEPIKKOH MHOMXECTBEHHBIX ITyTel MOTYT 3HAUYUTENIBHO
YBEUYUTH MPOMYCKHYIO CIOCOOHOCTB 3a CUET pacmipeneneHus Tpaduka mo HeCKOIbKUM MapIIpyTaM

AJTalTUBHOCTH

ANanTHBHOCTH AITOPUTMOB MapUIPYTH3aLIUH MO3BOJSIET CETIM d((PEKTHBHO pearnpoBaTh Ha U3-
MEHEHHs B Tpa)UKe U TOMOJIOTHU CETH, TAKUM 00pa3oM ONTHMU3UPYS IPOU3BOIUTEIBFHOCTE CETH
B JMHAMHUYHBIX YCJIOBUSX. AJITOPUTMBI, CIOCOOHBIE K CaMOOOYUCHHUIO U CaMOHACTpOiike, obecre-
YUBAIOT BBICOKYIO aJallTHBHOCTD, YTO MO3BOJISAET UM 3(P(EKTHBHO peuiaTh 3aa4l MapIIpyTH3alHuK
IIPY U3MEHSIOLINXCS YCIIOBHUSX, BKIIOUas MEPerpy3Ky CeTH U H3MEHEHUe TPeOOBaHMUI K 3a1epKKe 1
MPOIYCKHOH crocoOHOCTH

OTKa30yCTOHYMBOCTh

Y4uTHIBaeTCS CIOCOOHOCTB AITOPUTMA MapLIPy TH3AINH [OJICP’KUBATh HEIIPEPHIBHOCTH PAbOTHI CeTH
B CJIy4ae OTKa30B OT/EIbHBIX KOMIIOHCHTOB HIIHM Y3JIOB. AJITOPUTMBI, 00JIa/Jal0IINe BEICOKON OTKa-
30yCTOHYMBOCTBIO, CIIOCOOHBI OBICTPO BOCCTAHABIUBATH PAOOTOCIIOCOOHOCTD CETH, NEPEHAIIPABIISS
TpaduK yepes aabTepHATUBHBIC MAPLIPYThI. DTO 00ECIIeUHBAET HENPEPBIBHOCTD CEPBHUCA M CHHKACT
PHCK TTOTepH JaHHBIX. BaskHbI (pakTop — CMOCOOHOCTH aNropuT™Ma MPeiBUIETh U KOMIIEHCHPOBATh
TIOTEHIMAIBHBIE TOYKH 0TKAa3a, a TAKXKE €r0 CIIOCOOHOCTH K OBICTPOIl peopraHu3aniuy MapuIpyToB B
pearbHOM BpEMEHI

CIOXHOCTh peaim3anuun

CJI0)KHOCTB pean3aliii alropuT™Ma MapLIpyTH3AlMU BKIIIOYAeT B ce0sl Kak MPOrpaMMHYIO, TaK U
anmnapaTHyIO COCTAaBISIOIINE. DTOT KPUTEPUl CpAaBHEHHS OKa3bIBaeT 3HAUUTENbHOE BIUSHUE Ha
BBIOOp aNropUTMa I KOHKPETHOW BBIYMCINTETBHON CHCTEMBI MM CETU. AJTOPUTMBI C BHICOKOM
CIIO’KHOCTBIO peann3aniy TpeOyroT 6osiee 3HAYNTENBHBIX PECYPCOB AT pa3pabOTKH M TECTHPOBAHMS,
a TaK)Ke MOTYT IMOTPeOOoBaTh CIMEHATN3HPOBAHHOTO ANNApaTHOTO 00eCTIeYeH s ISl ONTHMATBHON
pa6otsr. Kpome Toro, 6oee cIoXHBIE alTOPUTMBI MOTYT IPEACTABISATE BBI30OBEI B TIAHE 00CITYXKN-
BaHMS ¥ MacIITaOUpPOBAHHUS

MapIIpyT BOKPYT HEUCTIPABHBIX y370B. CIOKHOCTH OYEHb
HHU3Kas, YTO YIPOILACT peaTu3aliio 1 IOHUMAaHue.

PaGotsl [24, 25] npeacTaBisior 0030pbl IeTEPMHUHHI-
POBaHHBIX aJIrOPUTMOB MapUIPYTH3ALNH, YIeIsis 0co0oe
BHUMaHHE XY-alrOpUTMY, KOTOPBIH SIBISETCSI OJHUM U3
HanboJiee IPOCTHIX U NpeackazyeMblx. OJJHaKo ero 0OCHOB-
HOC OIpaHHYCHHE — HECIIOCOOHOCTH aIalTHPOBATHCS K
Tieperpy3KaM 1 cO0sIM y37I0B, UTO JieNiaeT ero MeHee d(dex-
THUBHBIM B YCJIOBHSAX BBICOKOJMHAMHWYHBIX W HEHAJIEKHBIX
cereit. B paborax [24, 25] cucTeMaTH3NPOBAaHEI 3HAHUS
0 JEeTEPMUHHUPOBAHHBIX AITOPUTMaX MapuIpyTH3alNH,
MOAPOOHO PACCMOTPEHBI TPUMEHUMOCTh U OTPAHUYEHUS
JaHHOI'O aJIrOpUTMa B PA3JIMYHBIX CHCHAPHUAX UCIIOJIb30-
BaHus. [y majabHEHIero pa3BuTUs HAPaBICHHs HEO0O-
XOAUMBbI FI/I6pI/IILH]:Ie AJITOPUTMBI, COYETAIOIIUEC ITPOCTOTY
U TpecKa3yeMocTh XY-aaroputMa ¢ aJanTUBHOCTBIO K
neperpys3kam 1 oTka3am. Takke akTyaJbHO UCCIIEI0OBaHNE
JUHAMHYECKUX METOJO0B MapIIPYTHU3ALNH, CIIOCOOHBIX
6osiee 3 PEKTUBHO pearnpoBaTh Ha U3MEHEHHS B YCIIO-
BHSIX CETH.

AJNTOpUTM NMOBOPOTA MOAEJNHU. JJaHHBIN aaroputm
OTpaHWYMBACT OMpEEICHHBIC TOBOPOTHI, YTOOBI M30e-
KaTh TYNHKOB. B 3Ty kareropuro momajiaroT Takue Bapu-
aHTel, Kak « West First», «North Last» u «Negative First».
AJ'IFOpI/ITM OGGCHG‘{HB&CT JYYIOYIO IPOU3BOAUTCIBHOCTD,
yeM XY-anaroputw, Onaronapsi Y4aCTHYHOM aJlalTHBHOCTH,

YTO MOMOTAeT M30eraTh ONpe/IeJICHHBIX TIEPErpy30K CETH.
OTMeTHM, YTO alTOPUTM MOBOPOTA MOJIENH HE SIBISETCS
MOJIHOCTHIO IMHAMUYHBIM. OTKa30yCTOWYUBOCTh y HETO
nydiie, yeM y XY-aaropuTMa, HO He TaK HajiekHa, Kak
y TOJIHOCTBIO aJIallTUBHBIX MM OTKA30yCTOMUMBBIX all-
roput™MoB. CIIO)KHOCTb BbILIE, 4eM y XY-ajiropurma, HO
yIpaBiisieMa.

PaboTtsr [26, 27] okxa3amu 00JbIIIOE BIASHUC HA PAa3BU-
THe anroputMoB MapmpyTtu3anuu 1 CenK, npemnaras
aJalITUBHBIE MOJEIN MapLIPyTU3ALUKU JJIs1 TOBBILIEHUS
TIPOM3BOAUTENEHOCTH M HAICKHOCTH CETH. AJITOPUTM TI0-
BOpPOTa MOJIEJIU MPEUIAraeT yayUIIEHHYIO aJallTUBHOCTD 3a
CYeT BO3MOKHOCTH 00X0J1a MIePETPYKEHHBIX U HEHUCITPAB-
HBIX y3JI0B, YTO YJIYyYIIIaeT OOIIYIO0 MPOU3BOAUTEIBHOCTh
cetu. [loBbImaeTcs 0TKa30yCTOMYUMBOCTD CETH, TTO3BOJISS
JTUHAMUYCCKH MCHSITh MapIIPYThI U 00ECIICUNBATh HEIPe-
PBIBHOCTB PaOOTHI MU COOSX. YBETUYCHUE MPOITYyCKHON
CIIOCOOHOCTH M CHM)KCHUE 33ICPKEK JOCTUTACTCS 32 CUCT
ONTUMU3ALMU MapLIPYTOB U IMHAMUYECKOTO pacipese-
JeHus Tpapuka. YBEIHUCHHUE CIOKHOCTH aJITOPUTMOB
TpeOyeT 3HAYNUTEIBHBIX BBIYHACIHTEIBHBIX PECYPCOB, YTO
MOXXET OTPAaHUYUTh UX TPUMEHEHUE B MACIITaA0OHUPyEeMBIX
cucrtemMax. Bompocs! 2HEPTO3((HEKTHUBHOCTH OCTAIOTCS
HEJ0CTaTOYHO UCCIEA0BAHHBIMY, YTO BAXKHO Ul COBpE-
MEHHBIX MHOTOIPOIECCOPHBIX cucTeM. HeoOXoaumbl J10-
MOJTHUTENbHBIE DKCIIEPUMEHTHI U CUMYIISIUK IS MO~
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TBepXkKAeHUS dPPEKTUBHOCTH TPEIIOKECHHBIX PEIICHUI
B pealibHBIX ycioBusx. B pabdorax [26, 27] npemioKeHbI
MIEPCIEeKTUBHBIC penieHns it Mapmpytusainun B Cenk,
OJTHAKO OHM TPeOYIOT NaJbHEWIINX UCCIEIOBAHUH IS
YMEHBIICHHS CJIOKHOCTH PeaTM3aliN U YITyqIICHUs SHEep-
ro3(GeKTUBHOCTH. DTN aCHEKTHI MOTYT CTaTh 00BEKTOM
OyIyIuX HCCIIe0BaHNH, HAIPABICHHBIX HA ONTHMHU3ALIHIO
MIPOU3BOUTENBHOCTH U HajiexkHOCTH CenK.

MapumpyTu3anus ¢ y4eToM neperpy3ok. AIroputm
CIleIualibHO pa3paboTaH IJisg OOHAPYKEHUSI U TPEAOT-
BpallleHUs MeperpyKeHHbIX obnacteil B ceTu. Permenus
M0 MapUIPyTHU3ALUK MTPUHUMAIOTCS HA OCHOBE TEKyIeit
Harpy3Kku Tpaguka ¢ LeJblo ero 0alaHCHPOBKH M YMEHb-
meHus y3kux mect [28, 29]. YMeHbleHue 3aJIepKKU U
TTOBBIIIEHUE MTPOMYCKHOI COCOOHOCTH JOCTUTAETCS 3a
CUET MCKIIIOUCHHS TIePErPyKEHHBIX MapiIpyToB. JlaHHas
MapIIpyTH3anus HMEET yMEPEHHYIO 0TKa30yCTOHYHBOCTB,
TaK KaK B IEPBYIO OUepelb OPHEHTHPOBAHA Ha MEPETPY3KY.
B 3aBucuMoOCTH OT MexaHW3Ma OOHApYKEHUs U yIIpaBJIe-
HUS TIEPErpy3KaMu CIOKHOCTh BapbUPYETCs OT CpeaHei
JI0 BBICOKOIA.

B pabote [28] paccmoTpeH anropuT™, HanpaBiIeHHBIH
Ha yMEHBIIIEHHE 3aJIepPKeK U MOBBIIICHHE MTPOITYCKHOMN CIO-
cobHocTu. OTHAKO €r0 TECTUPOBAHKE MPOBOANIOCH TOJIBKO
Ha CHHTETHYECKHUX Harpy3Kax, YTO BbI3bIBAET COMHEHUS B
ero 3¢ QEeKTUBHOCTH B peasibHBIX ycioBusax. Kpome Toro,
HE PacCCMOTPEHBI BOITPOCHI MACIITAOUPYEeMOCTH aJlIrOpUTMa
IIpH yBEJIMYEHUH pa3MepoB ceTH. Pabora [29] onmckisa-
€T THOPHIHBIA alTOPUTM MapIIpyTH3AINH, COYCTAIOIINH
JIETEPMUHUPOBAHHBIC U AN THBHBIC METOBI IS TIOBBI-
LIEHUs] yCTOWYNBOCTH CETH K reperpyskam. Hecmorps Ha
TO, YTO 3KCIEPUMEHTAIbHBIC JAHHBIE TIOATBEPKAAIOT €TO
3¢ PEKTHBHOCTB, B [29] HEAOCTATOYHO OCBEIICHBI BBIUHC-
JIUTENbHBIE 3aTPaThl, CBA3aHHbBIE C peanu3aueil rudpua-
HOTO ToaX0aa. JT0 TpeOyeT MaTbHEHUIIEro NCCIeIOBAHUS
JUISL OLICHKH BITMSIHUSL HA TIPOU3BOANTEIBHOCT M ONTHMH-
3auu anroput™a. Takum odpasom, padotsr [28, 29] umeror
LICHHBIE UJIeH, HO TPEOYIOT AOTOIHHUTEIILHON POBEPKU U
ONTUMM3AINH JUTS TPAKTUYECKOTO IIPUMEHEHUSI B OOJIBIINX
u cinoxHbIx CenK.

Orka3oycroiiunBast Mapmpyruzanus. [Ipu ucnomns-
30BaHUM JAHHOTO aJTOPUTMAa OCHOBHOE BHHMAaHHE yjie-
nseTcs 00eCIeYeHUIO HeTPEPHIBHON pabOTHI IPH HAJH-
YUM HEUCHIPABHOCTEHN B CETU. ANTOPUTM AUHAMUUYECKU
UAEHTH(UINPYET U OOXOAUT HEUCIIPABHBIC KOMIIOHEHTHI.
MoskeT HabTIOAATHCS YBETMUCHHE 3aI€P’KKN H3-32 00X01a
HEHUCTIPaBHBIX MECT, OH MTOKa3bIBACT BBICOKYIO A(P(PEKTHB-
HOCTB ITPH aJIaNTallK K cOOSIM B CETH, B MEHBIIICH CTEIeHN
[Ipu Ieperpyskax. Bbicokass 0TKa30yCTONYUBOCTb CETH
noaTBepkaaetcs. CI0KHOCTh U3MEHSIETCs, HO 0OBIYHO
YBEJIIMUMBACTCS M3-32 HEOOXOAMMOCTH OOHAPYKEHUS U
yCTpaHEeHUs] HEMCIIPAaBHOCTEH.

B pa6orax [30, 31] npeyio’keHO MOBBINIEHUE OTKa30-
ycroiuuBocTH B CenK. Onucan n1MHaMUYHBIN aIrOpUTM,
3(hPeKTUBHO OOXOAAIINI HEUCIIPaBHBIE YYaCTKH CETH,
obecrieunBas HEMPEPBIBHOCTh cepBrca. Takke MpOBEJICH
(hopManbHBII aHATHI3 TOTOOHOTO AITOPUTMA, TTOATBEPKIAst
€ro KOPPEKTHOCTh M HaAEKHOCTb. OCHOBHBIM HpPEUMY-
IIECTBOM JTMHAMHYECKOTO alTOPUTMA SIBISIETCS BBICOKAsS
aJaNTUBHOCTH K OTKa3aM U BO3MOXKHOCTH MOJJCPKAHUS
paboTocrocoOHOCTH CETH B KPUTHUYECKUX YCIOBUAX. TeM

HE MEHee, TAKOH aJrOPUTM MOXKET CTOJIKHYTBCS ¢ Ipo0Jie-
MaMH, CBSI3aHHBIMH C TIOBBIIIEHHOW 3a1€PKKOH NpH 00X0/1e
HEHCIPaBHOCTEH M BBICOKOI CIIOKHOCTBIO pealin3alui,
YTO TpeOyeT 3HAYUTEIILHBIX BHIYUCIUTEIBHBIX PECYPCOB.
Taxum 00pa3om, TaHHBIE UCCIIEOBAHMS COJIEPKAT I10-
JIE3HBIEC CBEJICHUS 00 OTKa30yCTOWIMBON MapIIpyTH3aINN
B CenK, HO TpeOyIOT manpbHEHITNX HCCIEIOBAHAN IS
ONTHMHU3AINN aJTOPUTMOB U CHIDKEHHS MX CIOKHOCTH.

MapumpyTuzanusi ¢ y4eToM KauecTBa 00CJay:KHBa-
Hus (Quality of Service, QoS). B pesynsrare paboTst
JTAHHOTO aJITOPUTMA BBITTOIHACTCS 00paboTKa Pa3InIHbIX
THUIOB TpaHKa, rapaHTUPYs, YTO TTAKEThI C BLICOKUM ITPHO-
pUTETOM MoJTyyar 0ojiee ObICTpPBIC ¥ HAAEKHBIE MAPIIPYTHI.
AJTOPUTM MOXXET ONTUMH3UPOBATH 3aJICPIKKY WIN MPO-
MYCKHYIO CIOCOOHOCTh Ha OCHOBE IIPHOPUTETOB MTAKETOB
U aJJalTUPYETCs K YCIOBUSIM CETH Ha OCHOBE TPEOOBAHUM
QoS. OTka30ycTOHYMBOCTh BAPBUPYETCS, TaK KaK HE SIB-
JsIeTCsl OCHOBHOM 3ajiadeit aToro anroputma. CIoKHOCTh
BBICOKasl, OCKOJIBKY TPEOyeT CIOKHBIX MEXaHU3MOB IS
KaTeTOpU3aliy ¥ ONPEIeTICHHS IIPHOPUTETHOCTH TpaduKa.

Pabots1 [32, 33] mocesmens! yayumennio QoS B CenK
yepe3 pa3paboTKy CHEIHAIU3UPOBAHHBIX AJTOPUTMOB
MapuipyTuzanuu. [Ipeanoxena MeToauka ynpaBieHUs
notokamu QoS, koTopasi cmrocoOHa aanTUPOBATHCS K pa3-
JIMYHBIM YCJIIOBUAM CETU U o6ecnetuaTb rapaHTuu 1o
3aJlep’KKe U MPOIMYCKHOI criocobnocT. OaHako pabora
[32] He npengocTaBasieT JOCTATOYHO AAHHBIX O MPOU3BO-
JUTEILHOCTH B yCIIOBHSIX BBICOKMX HAarpy3o0K M HE pac-
CMaTpUBaeT aCHeKThl OTKa3oycToitunBocTH. Kpome Toro,
HesicHa MacTaOupyeMOCTh MTPEATIOKEHHOTO TTOX0/1a MPH
YBEIMUYEHUH YUCIIa y3710B. Takke paccCMOTPEH aJlrOpHUTM,
OCHOBAHHBIN Ha MOBE/ICHNH ITYEII, JUIS aIalTHBHON MapII-
pytuszanuu Tpaduka ¢ yuetom QoS. DTOT HHHOBAI[MOH-
HBIH TIOAX0A TpeOyeT 3HAUUTENIbHBIX BBIYUCIUTEIbHBIX
pecypcoB | ciokeH B peannszanuu. B [33] orcyTcTByer
CpaBHHTeJ’IBHLIﬁ aHaJIn3 ¢ CYICCTBYIOUIUMU aJIropuT™mMa-
MM, a TaK)Xe JIeTajbHbIC JaHHbIE 00 0TKa30yCTOHYHBOCTH.
TpeOyroTcst nanbHENIINE HCCIIEOBAHUS 10 CJICTYIOIIUM
HalpaBJIeHNSIM — aHaJIN3 PONU3BOJUTEIBHOCTH B YCIIO-
BUSIX BBICOKMX HAarpy3oK, OIIeHKa OTKa30yCTOHYMBOCTH H
MacHITabupyeMOCTH TPEUI0KEHHBIX METO/IOB, CPAaBHEHHUE
C CYIIECTBYIOIINMH AITOPUTMAMH JUTsl OOBbEKTUBHOM OIICH-
Ki 3P PEKTUBHOCTH.

AJITOpUTM MYpPaBbHHOI KOJOHHUH. AJTOPHTM OCHO-
BaH Ha MOBEJCHUU MYypPaBbEB IIPU MOUCKE MyTeH K NCTOU-
HUKaM nuiu. OH HCHONb3yeT NCKYCCTBEHHBIX MypPaBbeB
JUISL UCCIIEIOBAHMSI CETH U NIPOKJIAIKU (DePOMOHHBIX CIIEIOB
(T. e. mpuCBOEHME BeCcOB). PelieHns o MapIpyTH3anuu oc-
HOBaHBI Ha 9THX YPOBHSIX ()EPOMOHOB, KOTOPBIE OTPAXKAIOT
TMOJIE3HOCTD MyTel. 3a/iep)KKa 1 MPOITyCKHast CIIOCOOHOCTh
MOTYT OBITh 3()()EKTUBHBIMH, HO W3HAYAIBHO XYK€ Ha
srare o0y4deHus. AJanTHBHOCTb aJrOPUTMA BhICOKAsk —
MPOMCXOANT MOCTOSIHHASI ONITUMHU3AIMS IIyTeH B 3aBHUCH-
MOCTH OT ycoBHH ceTH. OTKa30yCTOHIMBOCTH XOpOIIIas,
Grarozapst CBO€H TMHAMUYHOCTH U CIIOCOOHOCTH HaXOIWTh
HOBBIE ITyTH. CII0KHOCTB JIOBOJIBHO BBICOKAsI, M3-3a 3aTPaT
Ha yIpaBJIeHUE BUPTYAJIbHBIMH MYpPaBbsIMH U CIICAAMHU
(hepoMOoHOB.

B [34, 35] paccMoTpeHBI COBpEMEHHBIE TTOAXOIBI K
Mmapuipytusanun CenK, Biitogas aIroput™M MypaBbHHOM
kosionnu. Pabora [34] ananu3upyer npon3BOUTEIILHOCTD
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M.W. BonpapeHko, A.E. lNnatyHoB

U aJaNTUBHOCTb — aJTOPUTM JEMOHCTPUPYET XOpOLIne
MOKa3aTelu o 3aJIep’KKe M MPOIYCKHOM CIOCOOHOCTH,
0c00eHHO TT0CIe HavyaIbHOTOo dTana o0y4denus. OH 3¢ dek-
THBHO aJIalITUPyeTCsl K U3MEHEHHSIM B CETH, UTO ITO3BOJISIET
eMy OBICTPO ONTHMHU3UPOBATH MApIIPyThl. CIIOCOOHOCTH
aITOPUTMA HAXOIUTH HOBBIC ITyTH 00ECHEUNBACT BBHICO-
KyI0 OTKa30yCTOIYMBOCTH CHCTEeMbl. BmecTe ¢ TeM y naH-
HOTO aJITOPUTMA CYIIECTBYIOT HEPEUICHHbBIE MPOOIEMBI.
Hanpumep, BbICOKHE 3aTpaThl Ha yNPaBICHNUE BUPTYallb-
HBIMH MYPaBbsIMU U cliejaMu ()epOMOHOB MOTYT BbI3BATh
CIIO)KHOCTH ITPU BHeJIpeHuH. Taxke Ha atare 00y4YeHus ajl-
TOPUTM MOXKET IEMOHCTPUPOBATH MOBBIICHHYIO 33[CPIKKY,
YTO KPUTHUYHO IJId CUCTEM C BBICOKMMHU Tpe60BaHl/IﬂMI/l K
HayaJBHOW MPOU3BOAUTENILHOCTH. PaboTa [35] BKIIrOUaeT
JIeTaIbHBIN aHAITN3 TPOU3BOIUTEILHOCTH, aJIalITHBHOCTH,
OTKa30yCTOHYNBOCTH U CIIOKHOCTH PEAIM3aLNK Pa3Ind-
HBIX JITOPUTMOB MapIIPYTH3AIMH. DTO JaeT BCECTOPOHHEE
MIPEJCTABICHNE O TEKYIIEM COCTOSHUM MCCIECIOBAHUN 1
LICHHBIE PEKOMEHIALNH sl pazpadorunkos. Hemocrarok
TIPUMEPOB BHEJPEHUS OMIMCAHHBIX aJITOPUTMOB B PEATbHBIX
CHCTEMax CHWXKAET MX MPUKJIAJHYIO IEHHOCTh. PaboTta ox-
BaTbIBACT IIMPOKUI CIIEKTP aArOPUTMOB, HO ITyOnHA aHa-
JIM3a KaXKJ0r0 U3 HUX MOTIIa OBl OBITH O0Jiee TOPOOHOH.

YToObI MPOMILTIOCTPUPOBATH OTIIMUUTEIbHBIE 0COOCH-
HOCTHU B ajroputMmax mapupytusauuu Mexay CenK u
JPYTUMU KaTerOpUsIMH CETeH, paCCMOTPHUM TpUMep all-
roputMa MapupyTtusanuu XY, ucnonszyemoro B CenK, u
CPaBHHUM €ro C JIMCTaHLIMOHHO-BEKTOPHBIM JITOPUTMOM
MapHIpyTH3aluH, OOBIYHO MPUMEHSIEMOT0 B OoJiee KpyTi-
HBIX KOMITBIOTEPHBIX CETSIX.

[IpuBenem ocobennoctu XY-anroputma CenK, mo-
3BOJISIIOINME YIydHIIUTh X Y-Mapipytusanuio. CeTuaTas
toronoruss CenK mo3pomnser XY-mMapmpyTu3anuu ObITh
BBICOKOX((PEKTUBHON U TIpeacKazyemMoi, obecmedanBast
MHWHUMAJIBHOC OTKJIOHCHHUEC OT Mapuipyta u OITUMHU3U-
pys 3aaepxkky. M30erast ClOXKHBIX BBIUMCICHUN MYyTH,
XY-anropuT™M MUHUMH3UPYET 33JePKKY MapIIPyTH3aLUU
U TIO/I/ICP)KUBAET BHICOKYIO MPOIYCKHYIO CIIOCOOHOCTD,
HEOOXOANMYIO JUISl BHYTPUKPHCTAIBHBIX KOMMYHHUKAIIUH.
[Ipocrora XY-anroputma Jeiaet ero pecypcocoeperaro-
KM, TpeOYyIONIMM MEHBIIE SHEPTUH U TUIOMIAIN, YeM 00-
JIee CIIOKHBIE aJITOPUTMBI, YTO UMEET pelIaloliee 3HaUCHUE
B YCJIOBHSAX OTPaHMYECHHBIX BO3MOXKHOCTEH UHIIA.

MapupyTuzaims 1o JTUCTaHIMOHHO-BEKTOPHOMY aJIro-
PUTMY MCHOJIB3yeTCs B KPYITHOMACIITAOHBIX CETSIX, TAKUX
kak MaTteprer. OH mpenmnonaraer, 4To MapIipyTH3aTOPbI
COBMECTHO HUCIIOJIB3YIOT CBOU TAOJHIIBI MapIIpyTU3AIUH
¢ OMKaWIIMMK COCESIMU M KaXK/IbIi MapIlipyTHu3arop
OOHOBJISIET TAOIUIly MapIIPyTH3aLUKA HA OCHOBE IOJIY-
YeHHOH nH(popMannu, 4ToObl ONPEACIUTh KpaTdaiinit
MyTh K Ka&XIOMY IYHKTY Ha3HadeHus. Cpenn pasiuyuii
JUISl MapIHIPYTH3ALUH 110 JUCTaHIIMOHHO-BEKTOPHOMY aJl-
TOPUTMY MOXXHO BBIJICJIMTB a/IalTHBHOCTH K JMHAMHUYE-
CKUM TOTIOJIOTHSIM — B OTIIMYNE OT XY-MapuipyTH3ainu.
JIaHHBIH aNTOPUTM MOXKET aJalTHPOBATHCS K N3MEHEHUSM
B TOTIOJIOTHH CETH, TAKMM KakK cOOM COEMHEHMS 1 100aB-
JE€HUE HOBBIX Y3JI0B, UTO JIEJIAET €T0 MOAXOMSIIUM JIIIs
OONBIINX W JUHAMHUYHBIX ceTeil. Takxe myTH, omnpene-
JIAEMBIC TUCTAHIIUOHHO-BEKTOPHBIM aJITOPUTMOM, MOTYT
N3MCHATHCA C TCHCHUEM BPEMCHU IO MEPEC U3MCHCHUA
TOIOJIOTUH CETH, B OTJMYHE OT NPEJONpeIeIeHHOM TOMO-

sorun B CenK. HeoO0x0quMoCTh Meproanieckoro ooMeHa
TabIMIaMU MapUIPYTH3ALUH ¥ BBIYUCICHHS ITyTeH MOXKET
MIPUBECTH K JIOMOJHUTEIBHON 3a/IepXKKe ¥ TTOTPEOICHHIO
GouIbIIIeH TTOJIOCHI POITyCKaHMs (IIOJIOCY MIPOITYCKaHHS —
00BEM JIaHHBIX, KOTOPBIH MOXET OBITh IEpe/iaH Yepe3 CeTh
3a ompeieeHHBIN nepruoy BpeMenn). B kortekcte Cenk,
TI0JI0CA TIPOIYCKAHUS 3aBUCHUT OT HECKOJIBKHMX KITFOUEBBIX
(haKTOpOB: apXHUTEKTypa CeTH, Tpa(puK M BEIOPAHHBIN all-
TOPUTM MapUIpyTH3aLUH.

HcnonbzoBanne CenK MOXeT MPUBHECTH YIyUIICHHS
AJTOPUTMOB, HAIIPUMEpP, ONTHUMH3AIHUS JIIsI KOHKPETHOMN
TomoJIoruu — u3BecTHasd tonosorus CenK mo3pomser
paspabarbiBaTh ajJropUTMbl MapUIpyTH3alMH, KOTOPbIE
HEIMOCPEICTBEHHO aJalTUPOBAHbl K apXUTEKTYpe CETH,
noBsImas 3GGEeKTUBHOCTh M MPEACKa3yeMOCTh. Takxke
anroput™el MapiipyTusaiun CenK MoryT ObITH ONTHMU-
3MPOBAHBI HApsAY ¢ OOIIEH apXUTEKTYpOH Yuma, 9To I10-
3BOJISICT MCIIONIB30BATh [IEJIOCTHBIN MOIXO/, YIUTHIBAIOIINH
KaK BBIYUCIINTEIbHBIC, TAK 1 KOMMYHHUKAallMOHHbBIE TPeOo-
BaHUS, ONTUMH3HUPYS YHEPrONoTpeOneHne, 3a1epKKy U
TIPOITYCKHYIO CITOCOOHOCTH. CYIIEeCTBYIOHE BO3MOXHOCTH
HACTPOUKH aJITOPUTMOB MapIIPyTH3ALUHN 110]] KOHKPETHBIE
TpeboBaHuUs NPUIIOKEeHHI 1K cxeMbl Tpaduka B CenK mo-
TYT 3HAUUTEIHHO YIYUIIUTh OKA3aTeIH MPOU3BOAUTEIb-
HOCTH, B OTJINYKE OT OoJiee OOIIMX MOAX00B, TPEOyeMBbIX
B KPYIHBIX U F€TEPOTCHHBIX CETSX.

Takum 00pazom, pacCMOTPEHHBIN MPUMEP MOKa3all, Kak
yHHKanbHbIe Xapakrepuctuku CenK nosBomsttor paspada-
TBIBaTh BEICOKOA(()EKTHBHBIE U ONITHMHU3HPOBAHHBIE AJIT0-
PHUTMBI MapIIpyTH3AINH, a/IallTHPOBAHHBIC K KOHKPETHBIM
TpeboBanusam CuK.

Pe3yabTarhbl U 06cy:K1eHUE

B pamkax paOoThI ObUT BBITIOIHEH aHAIIH3, TT0 PE3YJIbTa-
TaM KOTOPOTO MOXKHO JaTh OIIEHKY 3 (eKTHBHOCTH aro-
PHUTMOB 1 TTOKa3aTh B KAKUX 0OCTOATEIILCTBAX KaXK/IbIH all-
TOPUTM ITPOSIBUT CEO0sI JTydIlIe BCET0. ANTOPUTMBI OLICHEHBI
10 TpexOaJTbHOM 1IKase (OJMH 3aKPaIIeHHbIH KBaIPATHK
COOTBETCTBYET | Oainty), pe3yabTaTsl CBEJCHEI B TA0M. 2.

W3 Tabm. 2 BUIHO, YTO [UIS TIPOCTHIX U TPEICKA3yeMBIX
CenK XY-mapmpytuzanus 3pQpexkTuBHa U JOCTATOIHA
[36, 37]. B cuieHapusx ¢ yMepeHHONH M3MEHUUBOCTBIO U
MEPETPYKEHHOCTHI0 MAPLIPYTU3ALINAS C UCITOIB30BaHUEM
MOJIEJIU TIOBOPOTA SIBJISIETCSI COAJTAHCHPOBAHHBIM BEIOOPOM
[38, 39]. IIpu pabote ¢ U3MEHsOMLICIHCS HArpy3Koil Tpa-
(buKa ONTUMAaIILHBIM SIBIISIETCSI MAPUIPYTH3ALHUS C YYETOM
neperpysku [40]. B cuctemax, moaBepkeHHBIX cO0sIM,
0TKa30yCTOHYMBAs MapUIPyTH3ALUs UMEET pelaromiee
3HaueHue U Hame:kHOCTH [41, 42]. [Insg pa3HOOOpa3HBIX
TpeboBaHuii k Tpaduky QoS MapuIpyTH3anus mpemraraet
WHINBUIyaNbHbIC pemieHus [43, 44]. B BeicOKOAMHAMUIY-
HBIX U CJIOKHBIX CHCTEMaX aIrOPUTM MyPaBbHHOI KOJOHUH
IpeyIaracT MHHOBALMOHHYIO aJallTUBHOCTh, OCHOBAHHYO
Ha oOy4enun [45].

Ha npencrapnennbix rpadukax (puc. 2) nokasaHa 0xu-
JlaeMasi 3aBUCUMOCTb 33JIePXKKH U MPOITyCKHOM croco0-
HOCTH JUISl Pa3JIMuHbIX aJIrOPUTMOB MapIIPYTH3ALUH TIPH
Pa3HBIX YPOBHSIX HArpy3KH Ha CETh, KOTOPYIO INIAHUPYETCS
MO/ITBEP/INTD B AaJIbHEHIIEM MOCIIe OJIyYeHUs pe3yiibra-
TOB CHUMYIISILIVIH.
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Tabnuya 2. Peynbrarsl CpaBHEHUsI aJITOPUTMOB

Table 2. Algorithm comparison results

Kpurepnit cpaBHeHUS

Aunroput™
Anroput™m | Mapmpytusanus . Anroput™
XY- P PPy Ortka3zoycroitunBas Mapupyruzanys PHTM
MOBOPOTA C y4eTOM MYpaBbHHOI
AITOPUTM MapHIpyTH3ALHS ¢ yaetom QoS
MOJIeITH neperpys3ok KOJIOHHH

3azepiKKa U MpOIyCKHAas

T

CIIOCOOHOCTH
Atanmusiocs || o ] 10 | (IO
Omasoyerofimnsoers | [ ] | @] | L] [T ] | B
CIOXXHOCTh

T

Ha rpaduxe 3aBHCHMOCTH 3aACpPKKH OT HATrpy3KH Ha
ceTh (puc. 2, a) BUIHO, 4YTO XY-aATOPUTM MOKA3bIBAET
CTaOWIIbHOE YBEIIMUYECHHE 3a/ICPIKKH C POCTOM HArpy3KH, HO
OTHOCHTEIILHO HU3KOE 110 CPABHEHHUIO C IPYTHMH aJITOPUT-
MaMH IIPU HU3KOU Harpy3Ke. AJrOpUTM IIOBOPOTa MOJIEIIH
JEMOHCTPUPYET YIyUIICHHYIO IIPOU3BOAUTEIBHOCTD 110
CPaBHEHHUIO C XY-anropuTMoM, 0COOEHHO TIPH CPEIHUX
YPOBHSX HAarpy3Kku. MapupyTuzamus ¢ y4eToM Ieperpy3ok
nMeeT MUHUMAJIbHYIO 3a/IePKKy TPH HU3KOW M CpetHeH
Harpy3kax, HO HAYMHAET yBEINIUBATHCS MPH BBHICOKOH
Harpy3ke. OTKa30yCTOHYMBAsT MapIIPyTHU3ALHS TIOKA3bIBACT
M3HAYaJIbHO BBICOKYIO 3a/IEPXKKY, UTO OOBSICHSIETCS yCTOM-
YUBOCTBIO K cO0siM. Y MapuipyTtusamnuu ¢ yaetom QoS
3aJleprKKa pacTeT ¢ yBEJIMUEHUEM Harpy3KH, MOKa3bIBas
XOPOILYIO TPOU3BOANUTEIBHOCTD IIPH CPEAHUX YPOBHSX Ha-
IPY3KH. AJITOPUTM MYPaBBHHOW KOJIOHHH JIEMOHCTPUPYET
MHUHHUMAJIbHYIO 3aJIePKKY TPH HU3KOH M CpeaHeil Harpys-
Kax, HO YBEJIMYMBACTCS IPH BBHICOKOM Harpyske, OTpaskast
BpeMs Ha 00yUYeHHE U aJJalTalnio MapIIpyToB.

Ha rpacguxe mporryckHO# ctocoOHOCTH OT Harpy3Ku Ha
ceTb (puc. 2, b) XY-anroputm NoKa3bIBaeT BHICOKYIO MPO-
ITyCKHYIO CTIOCOOHOCTB, JOCTHTast TIOUYTH MAaKCHMaTbHBIX

3HAYCHUI NMPHU BBICOKON HATpy3Ke. AJITOPUTM MOBOPOTA
MOZeTH OIU30K 10 MPOU3BOIUTEIBHOCTH K XY-aaropuTmy,
¢ HeOONBIIMMHU YIYYIICHUSIMH ITPH BBICOKOM Harpyske.
MapupyTusanus ¢ yueToM neperpy3ok J0CTUraeT HauBbIC-
IIeH IPOITyCKHOM CIIOCOOHOCTH, 0COOEHHO IIpuU CpeHeil u
BBICOKOH Harpyskax, 3pQeKTHBHO pacnpenenss Tpauk.
Otka3zoycToiunBas MapIIpyTH3aus AEMOHCTPHUpPYeT Ooree
HU3KYIO IPOIYCKHYIO CHOCOOHOCTD IO CPABHEHHUIO C APY-
TUMH aJlTOPUTMaMH, YTO KOMIIEHCHPYETCSI OTKA30yCTON-
YUBOCTHIO. MapmipyTtuzanus ¢ yaeroMm QoS moka3bsiBaeT
BBICOKYIO ITPOITYCKHYIO CIIOCOOHOCTD, ONITUMU3HPOBAHHYTO
JUISL IPUOPUTH3ALMHN TpaduKa. AJTOPUTM MYypPaBbHHON KO-
JIOHHH OTU30K K MAaKCUMAJIbHOM MPOITYCKHON CIOCOOHOCTH
IIPU BCEX YPOBHSX HArpy3K, Onarojapsi IMHAMHUUECKOMY
BBIOOPY MapIIpyTOB.

[Tonyuennsie rpaduky 3aBUCUMOCTEH (pHC. 2) HILTIO-
CTPUPYIOT TO, KaK pa3jd4HbIE aJITOPUTMBI MapIIPYTH-
3allMU CIIPABISIIOTCS C YBEIMYCHHEM HAarpy3KH Ha CETb,
MIOKa3bIBasl X CHJIBHBIC M CJIA0bIE CTOPOHBI B YCIOBHAX
Pa3INYHBIX CIIEHAPHEB.

Ha cnenyromem stamne paboTsl pesiaraeTcs pa3pador-
ka u Bepudukamnus moaenmu CenK. OCHOBHOE BHUMaHHE
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Fig. 2. Graphs of latency and throughput vs. the network load
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M.W. BonpapeHko, A.E. lNnatyHoB

OyJeT yJeJIeHO CO3JIaHUI0 TOYHOH M MacmTabupyemoi
MO/JIEJIU, KOTOpasi MO3BOJIUT 3MYIMPOBATh PA3JINYHbIE ap-
XUTEKTypHBIE U onepaloHnble cueHapun B CenK.

Cpenn 0XHJIa€MBIX PE3yJbTaTOB BBIACIUM: HacTpa-
nBaemyto Monesb CenK (crmocoOHyIo afanTupoBarbes K
Pa3INYHBIM APXUTEKTYPHBIM TPEOOBAHMSM); TIPOBEIICHNE
«YHCTOTO» U MOJIyHATypPHOTO MOJIEITMPOBAHHMS (C HCIIOIB30-
BaHMEM MPOTPAMMHOTO 00ECTIEIEHHS U TPOTPaMMHPYEMOit
norngeckoit naTerpansHoi cxemsl (ITJINMC) cooTBeTcTBEH-
HO); pa3paboTaHHBIH HAOOP TECTOB IS BAJTUIAITAH MOEITH
(BKITIOUAst POBEPKY MPOU3BOJUTEIBHOCTH, TMPOITYCKHOM
CIIOCOOHOCTH U 3aJ€PiKEK); CPAaBHEHHUE MOTyUYECHHONH MO-
JIeNTU C CYIIECTBYIOIINMHE (YTO TMO3BOJIUT OLIEHUTH €€ Mpe-
HMYIIECTBA).

Heo0xoamMocCTh SKceprMEHTaIbHbBIX UCCIIeJOBAHHH, B
YAaCTHOCTH «YHCTOT0» MOJEINPOBAHHS, MO)KHO OOBSCHUTD
HCITOJI30BAHUEM IPOTPAMMHBIX CPEJCTB ISl MOJICIIH-
poBanus paboter CenK 6e3 (pHu3mIeckoro BOIIOMICHUS
9JIEMEHTOB. /laHHBII METO/ MO3BOJIUT CHU3HUTH 3aTPAThl
BpEMsI Ha SKCTIEPUMEHTHI. beicTpo Momuduimpys napame-
TPl CUCTEMBI, MOXHO IPOTECTUPOBATH IIUPOKUIN CHEKTP
CIIEHapHUEB M aPXUTEKTYPHBIX PEIICHUN U OLIEHUTh UX
BIMSIHAE Ha OOIIYIO MPOU3BOAMTENBHOCTE. [IprMenenue
MOJIYHAaTYpHOTO MOJICIIMPOBAaHMS, HEOOXOMMO TaK Kak
npumenenue [1IJIMC no3Bosnsier co3naBars Oonee peasu-
crrunble Mozenu pabotsl CenK. Takoii moaxon moMoxer
OLICHUTDH peaIbHbIC (PM3NUECKUE OTPAHUUCHHUS U TOTCHIIH-
aJIbHBIC HEIIOJAJIK1, KOTOPBIE MOTYT HE ObITh OUEBHUIHBI
TIPU «9HCTOM MOJICITNPOBAHUH.

[IpemnoxxeHHOE HATpaBICHUE NalbHEHIIEH paboThHI
TIO3BOJIUT HE TOJIBKO MOATBEPANTH TEOPETUUECKUE pa3pa-
OOTKH Ha TPAKTHUKE, HO ¥ 3HAYUTEIBHO YIPOCTUTH IIPOIIECC
TECTUPOBAHNUS 1 BHEPEHNS HOBBIX apXUTEKTYPHBIX perIe-
wuit gt CenK. D10 Taroke criocodcTByeT Ooee rryOoKoMy
MOHUMAaHUIO OTrpaHIyYeHni 1 BosmMokHocTei! CenK B ycio-
BUSIX PEabHOM 3KCILTyaTaIliH.

Pa3zBurue HOBBIX CTpaTeruil MapupyTU3alnuu, CIo-
COOHBIX aJanTHPOBATHCS K M3MEHSIOIUMCS YCIOBHUSIM H
TpeboBaHuUsM, Oy/IeT UTPATh KITFOYEBYIO POJIb B oOecIeye-
HUHM Oy/1yIIero pa3BUTHs MHTET PAIBHBIX CXEM U MHOTOIIPO-
LIECCOPHBIX CHCTEM Ha Kpuctaiie [46—48]. 1o ocobeHHO
B)XHO ISl TIPHIIOKECHNH, TPEOYIONIMX BBICOKOI ITPOM3BO-
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JTUTEIBbHOCTH, HAJIS)KHOCTH U dHEPro3h(HeKTUBHOCTH, Ta-
KHUX KaK OOJIBIINE MHOTOIPOIIECCOPHBIC CUCTEMBI, HHTEII-
JICKTYaJIbHBIC TPAHCIIOPTHBIC CUCTEMBI U PACIIPEIACICHHBIC
BBIYUCITUTEIIFHBIC CETH.

3akJ/ouenne

BelnonHeH aHanu3 CylecTBYOIUX AJITOPUTMOB Mapli-
pyTH3aluK B ceTsix Ha kpucraiie. [lokasano, uro addek-
TUBHOCTH MapLIpyTH3aLUH B CETSAX Ha KPHCTAJIC Bapbu-
pyercs B 3aBHCHMOCTH OT BBIOOpA MEK/y OCHOBHBIMHU
KPUTEPUSMHU: TIPOU3BOJUTEIBLHOCTHIO, a1alITHBHOCTHIO,
OTKa30yCTOHYMBOCTBIO M CIOXKHOCTBIO peain3anuu. Tak,
HarpuMep, HanboJiee MPOCThIE aITOPUTMBI MapIIpyTH3a-
UM, XOTS U HE MIPEACTABISIOT CIIOKHOCTH B peasln3aln,
OTPAaHUYEHBI B QAANTHBHOCTH U OTKAa30yCTOIYMBOCTH, B
TO BpeMs Kak 0oJiee CIIOKHBIE aJITOPUTMBbI, IPEAIaraoT
3HAYNTENIbHBIC IPEUMYIIECTBA B IJIaHE aJalTUBHOCTH U
0TKa30yCTOMYHMBOCTH, HO TPEOYIOT O0JIce CIOKHON pea-
JU3anuy U yrpasienus. OnpezeseHue onTHMaIBHOTO all-
rOpUTMa MapIIPYTU3AIMH TPEOYeT NTyOOKOro MOHMMAaHUS
Kak Crienu(UKN apXUTEKTYphI CETel Ha KpUCTaJlIe, TaK 1
XapaKTepHCTHK TpaduKa npuiokenus. B Oymymmx uccie-
JIOBAHMSIX CIIEyET COCPEIOTOUUTD YCHIIUS Ha pa3paboTke
1 ONTHUMH3AINN THOPUIHBIX alTOPUTMOB MapIIpyTH3a-
M, KOTOpBbIe MOIIIN OBI COUeTaTh B ceOe MpenMyIecTBa
JETEPMUHUPOBAHHBIX M aJalTUBHBIX METONOB, obecrie-
YUBas TaKUM 00Pa3oM BBICOKYIO MPOU3BOAUTEIBHOCTh
1 OTKa30yCTOHYMBOCTb IIPU MUHUMAJIBHOU CII0KHOCTH
peanu3anum.

[TpoBeieHHOE MCCIIEIOBAHIE MOXKHO B3SITh KaK OCHOBY
JUlsl alibHEelIel paboThl B 9TO# 00nacTH — pa3paboTKu
COOCTBEHHOTO aJrOpUTMa MapLIPYTH3aLUK JJIsl CeTell Ha
KpHCTaJUIe, BKIIIOYAIONIEro B ce0st pa3padoTKy IMpOTOTHIIA
Ha MPOrpaMMHUPYEMOM JIOTHYECKOW MHTETpaIbHOM cXe-
me. Kpome Toro, 3HaYMTENbHBIN UHTEPEC MPECTaBIsET
pa3paboTKa METOMK TOYHOTO MOJCIHPOBAHUS U OIIEHKH
MIPOU3BOUTEILHOCTH PA3IMYHBIX aJITOPUTMOB B YCIIOBH-
AX TMHAMUYECKH M3MEHSIOMIErocst Tpaduka 1 TOMOJI0Tnu
CEeTH, YTO MO3BONHUT emre Ooree 3(h(HEeKTUBHO MOnOMpaTh
AITOPUTMBI MAPIIPYTU3ALNHU 110]] KOHKPETHbIE 3a7a4H U
YCIIOBUSI SKCIITyaTallu.
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ONTHYECKOI'0 M3JIyUYeHUs I JETEKTUPOBAHMS CIIEKTPAIbHOIO OTKIMKA BOJIOKOHHOHN pewmeTku bparra. Meron.
B kauecTBe uccaenyemMoro noinynpoBOJHUKOBOTO JiazepHoro auozaa Beiopan DFB-nazep LDI-1550-DFB-2.5G-20/70
xomnaHuu Laserscom, cepuifHO BBIITYCKaeMbIii HA pOCCUICKOM PBIHKE M 00JIaJaIOIIUi THITIOBBIMU XapaKTEPUCTHKAMHU.
J1ns mepecTpOiiKy HEeHTPaTbHOHN [UIMHBI BOJIHBI OIYTIPOBOAHUKOBOTO JIA3EPHOTO THOMIA C PACHIPEICIICHHOI 00paTHO
CBsI3bI0 B quana3one 1549,5-1552,0 HM ucmonp30Baiack mpsmMast HIMITYJIbCHAsI TOKOBast MOIYJIsust ¢ actoroi 100 k[,
CKBa)KHOCTBIO 40 1 BennuuHOU Toka 1 A B umnynbce. OTpakeHHOE OT BOJIOKOHHOMW peweTku bparra onruyeckoe
H3JIy4eHUEe, COOTBETCTBYIOIEE [IEHTPAILHOM JUTMHE BOIHBI Bparra, pernctprpoBaiocs 3a cuet hoTodddexra B 1a3epHOM
qwmozie. [IpoBeneHa sKcrepuMeHTaIbHAs OLIEHKa OIITOAICKTPOHHBIX APAMETPOB JIA3EPHOT0 AM0/a B (POTOBOJIETANYECKOM
PeXKHUME U PeIKMME KOPOTKOTO 3aMbIKaHHs: TEMHOBOM TOK, I1OJI0CA HPOIYCKAaHHs ¥ CHEKTPaJIbHAsI 4yBCTBUTEILHOCTb.
Ouenka nposoaunach npu temuneparype 25 °C. OcHoBHbIe pe3yuabTarbl. Co31aHa U3MEpUTEIbHASA CXEMa JIs
JIETEeKTUPOBAHUS OTKJIMKA BOJIOKOHHOH pemeTku bparra. [lokazano, 4To (OTOBOIBTaNYECKUN PEKUM JTa3E€PHOTO
J0/1a MPUMEHNM ISl 3a]1ad PETHCTPALUH ONTHYECKOTO M3ITydeHUs. DKCIEPUMEHTAIbHO MMOTydeHa aMIUTUTYAHO-
YaCTOTHAs XapaKTEPUCTHKA JTa3ePHOTO HO/a B ()OTOBOIBTANIECKOM PEKUME B 3aBUCHMOCTH OT HANPSHKEHUS IPSIMOTO
cMmeleHus. Pe3ynsraTsl 9KCIIiepUMEeHTa: 1oj1oca Mpomyckanus 1o yposHio —3 1b cocrasisier 300 MI i, MakcumainbHast
qyBCTBUTENBHOCTH paBHa 0,1 A/BT B peskiMe KOPOTKOTO 3aMBIKaHUs, a aMIUIUTYHbIA OTKJIMK JIMHECH B JIaNa30He
JuinH BosH 1540-1560 HM. [{1s 1a3epHOro 1uoza 3KCIepUMEHTAIBHO [10Jy4eHa BOJIbTaMIIEpHAs XapaKTepPUCTUKA IIPU
00paTHOM cMeleHHH. TeMHOBOW TOK MPU HYJICBOM CMEIICHHH Ja3epHOTO aroaa cocTapisiet 12,5 nA. Odcy:kaenne.
IIpencTaBiaeHHBII METOA PErucTpalui OTKJIMKA BOJIOKOHHOM pemeTku bparra mMoxeT OBITH MCMONB30BAH IS
MHHHUATIOPU3ALUH U YTIPOIIEHHS ONTHIECKHX CXEM H3MEPHTETbHBIX KAaHAIOB YCTPOHCTB OMPOCA BOJTOKOHHBIX PEIIETOK
Bporra. ITomydeHHbIe pe3yasTaThl MOTYT OBITH TONE3HBI CIIEIMAINCTAM, 3aHUMAIOIINMCST BOTOKOHHO-ONTHIECKAMHU
JaTIYNKaMH U CHCTeMaMH cOopa 1 00pabOTKH CHTHAIOB C TAKUX JATIHKOB.
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TOK, aMIUTUTYHO-YaCTOTHAsI XapaKTePUCTUKA
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Abstract

The paper presents the results of an experimental study of the possibility of using a narrow-band semiconductor
distributed feedback laser diode used as a source and detector of optical radiation to detect the spectral response from
a fiber Bragg grating. The DFB laser “LDI-1550-DFB-2.5G-20/70” from the company “Laserscom”, mass-produced
on the Russian market and having standard characteristics, was chosen as the laser diode under study. To sweep the
central wavelength of a semiconductor distributed feedback laser diode in the range 1549.5-1552 nm, direct pulse
current modulation was used with a frequency of 100 kHz, a duty cycle of 40, and a current value of 1 A per pulse. The
radiation reflected from the fiber Bragg grating corresponding to the central Bragg wavelength was recorded as a change
in voltage at the anode and cathode of the laser diode due to the photoelectric effect in the laser diode. An experimental
assessment of the optoelectronic parameters of a laser diode in photovoltaic and short-circuit modes was carried out:
dark current, bandwidth and spectral sensitivity. The evaluation was carried out at a temperature of 25 °C. A measuring
circuit has been created to detect the response from a fiber Bragg grating based on direct pulse current modulation and
the photovoltaic mode of a semiconductor distributed feedback laser diode. It is shown that the photovoltaic mode of
the laser diode is applicable to problems of recording optical radiation. The amplitude-frequency characteristic of a laser
diode in the photovoltaic mode was experimentally obtained depending on the forward bias voltage. It is experimentally
found that the —3 dB bandwidth is 300 MHz and the maximum sensitivity is 0.1 A/W in short-circuit mode, and the
amplitude response is linear in the wavelength range from 1540 to 1560 nm. For the laser diode under study, the reverse
branch of the current-voltage characteristic was experimentally obtained and the dark current at zero bias of the laser
diode is 12.5 pA. The demonstrated method of FBG interrogation can be used for miniaturization and simplification
of optical devices for fiber Bragg grating interrogation. The obtained results may be useful to specialists in fiber optic
sensors, system for interrogation and processing signals from fiber optic sensors.
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BBenenune

Bonokonnsie pemerkn bparra (BBP) nomyuwnn mu-
pOKO€ paciHpoCTpaHEHHUE B KaueCTBE UYyBCTBUTEIbHBIX
anemenToB (UD) usmepureneit pusndeckux BenuduH [ 1],
Onarojapst TakuM CBOMCTBaM Kak KOMIAKTHBIN pa3mep;
BBICOKasl YyBCTBUTEJILHOCTh K TeMIIEpaType 1 jedopma-
WU, YCTOHYUBOCTD K DJICKTPOMATHUTHBIM TIOMEXaM; BO3-
MOYKHOCTh MYJTBTHILICKCHPOBAHUS OOJIBIIIOTO KOJINYECTBA
UD B paMKax OJHOTO ONITHYECKOTO BOJOKHA; OTCYTCTBHE
HEOOXOIMMOCTH OPTaHU30BHIBATH BBOJI/BBIBOJI M3TYUCHHUS
13 ONTHYECKOTO BOJOKHA U BBICOKAst HAZIEKHOCTH [2].

Ha cerogusinuii 1eHp CyIIEeCTBYIOT JBa METOAA U3Me-
peHuii criekTpangbHoro oTkinka BEP: cnexrpomerpust (uc-
MOJIb30BAaHHUE HIMPOKONIOIOCHOTO UCTOYHHUKA U3TYUECHUS U
CIeKTpOaHaIM3aTopa Wik MoHOXpomaropa) 3] u mepectpa-
nBaeMasi jla3epHas CIeKTPOCKOIUS (METOJ] BpEMEHHOTO
CKaHMPOBAHMS LIEHTPAIBbHOH JUTMHBI BOJIHBI Y3KOIIOJIOCHOTO
WCTOYHHKA ONITHYECKOTO M3ITydeHus) [4].

K mocTonHCTBaM CHEKTPOMETPHUU CTOUT OTHECTH BBI-
COKO€ pa3pelieHne 10 [UTHE BOIHBI (BbIme 0,5 mv) u mu-
poxwmii muamazon juuH BonH (ot 100 HM). K HenocTatkam

OTHOCATCSI OOJbIINE rabapuThl, CPABHUTEIBHO HU3KAS
yacrora ompoca (Hke 50 k['11) 1 SKCIUTyaTallMOHHBIC Xa-
PAKTEPUCTUKH, HE MO3BOJSIOIINE UCIOIb30BATh TAKUE
prOOPEI B YCIOBHUAX arpeCCHBHOTO BO3ICHCTBHS OKpPY-
JKaroIreit cpepl (yrnapbl, pe3Kie N3MEHEHHS TEMITEpaTyp B
IIIPOKOM JHAITa30HEe U T. 11.).

JlocTonHCcTBaMM IIEpECTpanBaeMoOi J1a3epHON CIIEKTPO-
CKOITHH SIBJIAIOTCS: Majble TabapuTHBIE Pa3Mephl; BRICOKAs
yacToTa omnpoca (Bbime 50 k['11); BO3MOKHOCTh BPEMEH-
Horo MynbsTUIUIekcupoBanus BBP (1. e. mpu ananorngnoit
94acTOTE ONPOCa OAMHOYHOMN PEeIIEeTKH IPU UCIOIBb30BAHUT
CHEKTPOMETPUH, CIIEKTPOCKOMUS MO3BOJISIET OMPALINBAThH
Heckonibko BBP Ha ofHOM AsMHE BOJIHBI, pa3HECEHHBIE IO
BpPEMEHH OTKJIMKA). 113 HenoCcTaTKOB OTMETHM OoJiee HU3-
Koe paspenienue 1o jumHe BostHbl (1-10 M), o cpaBHe-
HUIO C CIICKTPOMETPHUEH W OTpaHNYCHHBIHN TUara30H JTHH
BOIH (5—10 HM) Ha OIMH U3MEPUTEIHHBIN KaHaJ.

OOIIMM HETOCTATKOM 000MX METOHOB SIBIISIETCS BHICO-
Kasi CTOMMOCTH OJIOKOB ompoca. [ cHmkerns cebecTo-
MMOCTH OJIOKH OTIpOca MPOEKTUPYIOTCS TaKUM 00pa3oMm,
YTOOB! CHU3UTH CTOUMOCTH OJTHOTO M3MEPUTEIHHOTO Ka-
Haja, HO M3-32 BBICOKOI CTOMMOCTH MMEIOLIUXCS TeXHU-
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B.C. Ownakos, A.C. AneinHuk, C.A. Bonkosckuin, [.C. CMupHOB

YEeCKHX peIlIeHUH mpruemiiemMasi CTOMMOCTh OJIOKOB ompoca
JIOCTUTAETCS TOJIBKO B CIIOXKHBIX JOPOTOCTOSIIUX MHOTO-
KaHaJIbHBIX CUCTEMaX.

Ha npaxtuke 9acTo BO3HHKAeT HEOOXOAMMOCTB OIIpoca
EAMHUYHOTO WK HeOonbIIoro Maccusa UD Ha ocHoBe BBP,
B CBSI3H C YeM aKTyaJIbHOH SIBISICTCS 3a/1aua MUHAATIOPH3a-
1Y, TIOBBIIICHUS HAZC)KHOCTH U YACTICBICHUS YCTPOUCTB
00paboTKN cUrHaIoB OT Takux YJ [5-8].

[IpumeneHne mWUpOKo pacpoCTpaHEHHOH TEIEKOMMY-
HUKAIIMOHHOH 3JIEMEHTHOH 0a3bI IO3BOJISET CYIIIECTBEHHO
CHU3HUTh CTOUMOCTh COBPEMEHHBIX CEHCOPHBIX CHCTEM
paznuuHoro tuna. Cpean TeneKOMMYHHUKAIIMOHHBIX TO-
JIyIPOBOJHUKOBBIX JIa3€POB, MOAXOASAIIMNX ISl ONpoca
BBP meTonoM ckaHMpOBaHUS LIEHTPAILHON JJTUHBI BOIHBI,
BBIJICIIUM MOBEPXHOCTHO-U3yYaolIne Ja3ephl ¢ BEPTH-
KaibHBIM pe3onatopoM (Vertical-Cavity Surface-Emitting,
VCSEL) u nazepsl ¢ pacrpeneacHHONl 00paTHOH CBSI3bIO
(Distributed Feedback, DFB).

M3BecTHBI METOABI IEPECTPOUKH LIEHTPAILHOMN JTMHBI
BOJTHBI TAKUX JIA3€POB TPH ITOMOIIN TPSIMOH UMITYIIECHON
ToKoBO# Monynsunu [9—11]. KnroueBsiM HemocTaTkoM
VCSEL sBnsiercs TO, 9TO KOMMEPYECKH JOCTYITHBIC J1a3e-
PBI, H3JIyYaroIue Ha JiuHax BodH 1,3 MkM win 1,5 MKM,
NPOM3BOIST HEOOJBIIOE KOJMYECTBO KOMITaHUil. B cBOIO
ouepens DFB-na3eps! numeror 6osee MUPOKYI0 HOMEHKIIA-
TYPY ¥ HU3KYIO CTOMMOCTH U3-3a XOPOIIO OTPaOOTaHHOM
TEXHOJIOTUH MPOU3BOACTBA U HIMPOKOTO PACTIPOCTPAHEHHUS
B KQUECTBE UCTOUHMKOB M3ITyUEHUS 1715 TEIEKOMMYHHKALU-
OHHBIX MPUEMO-TIEPEAATUUKOB, YTO JIEJAeT TaKue JIa3ephbl
OoIree MPHUBICKATEIEHBIMU TIPH UCTIONB30BAHUU B YCTPOH-
ctBax onpoca BBP.

B 00beMHOI1 onTHKE TIMPOKO H3BECTHBIM SBJISIETCS Me-
Tox aBTONMHHON HHTephepomerprn [12]. KimroueBoit oco-
OEHHOCTBIO TAHHOTO METO/a SBJISIETCS UCIIOIh30BAHME JIa-
3epa B Ka4eCTBE CTOYHHUKA M3IYUICHUS M HHTEp(hEpoMeTpa,
a BCTPOCHHBIN B J1azep (HOTONUO/, NPeTHA3SHAYCHHBIHN JUIs
KOHTPOJISL ONTHYECKON MOIIHOCTH, MPUMEHSAETCS 1A Jie-
TEeKTUPOBAHUS HHTEPPEPEHIIMOHHOTO curHaia. OCHOBHBIM
HEZ0CTAaTKOM JJAHHOTO METO/Ia SIBIISIIOTCS HU3KHUE UYBCTBU-
TENBHOCTb U I10JI0CAa MPOIYCKAaHUS BCTPOEHHOIO B J1a3ep
¢dorommona. B padore [13] mpomeMOHCTPUPOBAHO JICTEK-
THPOBAaHUE CHUTHAJIOB aBTOAMHHON WHTepdepoMeTprn 3a
CUeT M3MEHEHH HAPSUKSHUS Ha aHOJE M KaToJIe JTa3ePHOTO
JINO/1a, TEM CaMBIM JTa3epHBIN THOM SBISETCS HCTOYHUKOM
¥ IPUEMHHUKOM U3JTy4eHHus. B cpaBHEHHH CO BCTPOSHHBIM
(hoTOIMOIOM TaKOWM METOJ] ITO3BOJISIET 00ECTIEUUTh MOJIOCY
4acTOT MPHEMa CUTHAJIOB, COTIOCTABUMYIO C ITOJIOCOH Ya-
CTOTBI MOJYISIIUM U3TyueHus jazepa. CTOUT OTMETHUTH,
YTO OCHOBHBIE ONTOIEKTPOHHBIE XapaKTEPUCTUKH Ja3epa
B PEXKHMMaX KOPOTKOTO 3aMbIKaHUsI U (DOTOBOJIBTANYECKOM
pexuMe He NacopPTU3UPYIOTCS U HE IPUBOASTCS B JJOKY-
MEHTAalUU IPOU3BOIUTEISIMHU.

KitroueBbIMu TapaMeTpaMu JIa3epHOTO U0/, UCIIOIb-
3YIOIIETOCA B Ka4eCTBE MPUEMHUKA OMTHYCCKOTO H3ITY-
YEeHHUS, SBIIOTCS: TyBCTBUTEIBHOCTh B JUANAa30HE JUTHH
BOJH (A/BT); TEMHOBOM TOK (TTA) ¥ aMIUTUTYAHO-9aCTOTHAS
XapaKTepUCTHKA.

B Hacrosmielt paboTe nmpeasioxkeH MEeTo ] IeTEKTHPOBa-
HUS CIIEKTPaAJIbHOTO OTKJIMKA BBP, 0CHOBaHHBIN HA UCIIOJb-
3oBaHuu DFB-nazepa B xauecTBe UCTOYHMKA U IIPUEMHUKA
onThyeckoro unyuenus. [lepectpoiika 1eHTpaabHOM K-

HBI BOJIHBI JIa3epa OCYIIECTBIISIETCS TIOCPECTBOM MPSIMOIL
HUMIYNbCHOM TokoBON Moaynsaiuu. OTpaxenHoe or BBP
M3JTyYeHHE JICTEKTHpYyeTcs 3a cueT GpoTodddexTa B nazep-
HOM JIOJI€ B MOMEHTBI OTCYTCTBHSI TOKOBOTO MMITYJIbCA.

[lens paboTEl — HMCCIEI0OBAaHUE ONTO3JIECKTPOHHBIX
XapaKkTEepHUCTHK nomynpoBogarkosoro DFB-masepa B pe-
JKuUMe KopoTkoro 3aMbikanus (K3) u ¢poToBomsTandeckoMm
peKHIMeE.

IlepecTpanBaemasi JiazepHasi CIIEKTPOCKOIHS
s onpoca BBP

TunoBasi cxemMa yCTpPOWCTBA, PEaIU3YIOIIETO METOJ
mepecTpanBacMoi JTa3ePHOHN CIIEKTPOCKOIIMH AJIs TeTEK-
THPOBAaHUsA CIEKTpaIbHOTO OTKIHKa 0T BBP (puc. 1),
BKITIOUAET: TTePEeCTParnBAaEMBIN TIO JITHHE BOJHBI HCTOUYHHK
M3TYYCHNUS, ONTHYECKUAN UPKYIATOp U hoTomamon. Yacto
MUPKYJIATOP 3aMEHSIOT Ha Y-OTBETBHUTEb U U30IATOD [ 14]
JJIA 3alIATBI UCTOYHHKA U3TTYUCHUA OT 06paTHI)IX OTpaxe-
Huil. LleHTpanpHast JyInHA BOTHBI HICTOYHUKA H3ITy4eHUS 2
MepecTpanBaeTCs MPSIMBIM TOKOBBIM MMITYJILCOM (hPOPMHU-
PYEMBIM FeHepaTopoM HUMIYIbCOB / B JHana3oHe AJUH
BOJIH OT Ay 1O Ay 3a BpeMs 7, IPH 3TOM Ka)KZIOMY MOMEHTY
BPEMEHU B UMIYJIbCE COOTBETCTBYET HEKOTOpAsl BEIUYU-
Ha A. VIMITy7IhC ONITHYECKOTO U3TYYCHHUS C MOITHOCTBIO P
U JUTUTETHHOCTHIO 7 TIPOXOIUT 10 BOJOKHY paccTOsHUE L
u ot BBP 4 orpaxaercs uznyueHue, COOTBETCTBYIOLLEE
HEHTPaIbHON ANMMHE BOJIHBI bparra Agpp. OTpakeHHOE
M3TyYCHNE MPOXOIUT B 00paTHOM HANpPaBICHUH PAcCTOs-
Hue L v yepe3 nupkyasatop 3 nmomagaet Ha Gortomuon I, Tae
peodpa3yeTcst B AIEKTPUIECKUN CUTHA, TIOCTYTAIOIIHA
Ha CUCTYHMK BPEMCHU 6 BMeECTE C HUCXOAHBIM UMITYJILCOM
reHepatopa. C4eTYnK BpeMEHH OIpe/esieT BpeMs OT Ha-
Yajia UMITyJIbca NepPeCcTPONUKH LIEHTPAILHOW JUTMHBI BOJIHBI,
MOIaHHOTO Ha JIa3epHBIH JNO0A /10 pUXo/a Ha (OTOANON
u3nydeHus, orpaxkeHHoro ot BBP. [Ipu mexannueckom miu
TeMITepaTypHOM Bo3JeHcTBHsIX Ha BBP Agpp cMemaercs, B
pe3yibTaTe CYeTYHK BPEMEHH PETUCTPUPYET Pa3HUILY TIO
BPEMEHHU MEXIYy UMITYIIbCOM TIEPECTPOIKHU HEHTPAThHOMN
JUTHHBI BOJTHBI NCTOYHHKA U3TYUICHUS U 3apETUCTPHUPOBAH-
HBIM UMITYJIECOM Ha (POTOAMOIE.

[Ipencrasnennsiii Metos orpoca BBP no3sosnsier ynpo-
CTHTB THIIOBYIO CXEMY YCTPOICTBA, Peau3yIOLIeTO METO
CKaHUPOBaHUA [IeHTpaJ'H;HOﬁ JUIMHBI BOJTHBI Y3KOITIOJIOCHOTO
HCTOYHMKA U3JIy4YEHHUs [0 Ja3epHoro nuona u BBP.

B kadecTBe mccieayeMoro J1a3epHOro JIMoAa BeIOpaH
DFB-nazep LDI-1550-DFB-2.5G-20/70 ot koMmnaHuu
Laserscom, cepuiiHO BbIITyCKaeMblii HA POCCUICKOM pPBIH-
Ke M 00JIaIalONINi CICAYIONIMMY THIIOBBIMH MTapaMeTpa-
MU: IIeHTpajbHas JIMHA BOJHBI 1550 HM, MakcuMalbHas
BbIXOAHAss MomHOCTh 70 MBT, mupuna cnexkrpa 80 nM,
yacTtoTa Moxyssmn a0 2,5 I'T.

MeTon nepecTpoiiky HEHTPAJIbHO JJIUHbI BOJIHBI
DFB-nazepa

Merton nepecTpoiiku LeHTpaibHOU 1I1HbI BoJHbI DFB-
Ja3epa ommcaH B pabote [15] u ocHOBaH Ha TeMIiepaTyp-
HOM C/IBHT€ LIEHTPAJIbHOM AJIMHBI BOJIHBI JIa3epa B Pe3yIib-
TaTe KPaTKOBPEMEHHOTO Pa30rpeBa aKTUBHOH 00sacTu
UMITYJIbCHBIM TOKOM BBICOKOHM IJIOTHOCTH Ha KPHUCTAJLIE.
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Puc. 1. TunoBas cxema yCTpOﬁCTBa JCTCKTUPOBAaHUSA OTKIIUKA OT BOJIOKOHHOM PEIETKHU Bparra IIpy OMOIIU METOAa HepeCTpOﬁKPI
LleHTpaJ'IbHOfI JUIMHBI BOJIHBI Y3KOIIOJIOCHOI'O UCTOYHHKA U3JTYUCHUS:

1 — reHepaTop UMITYIILCOB; 2 — MCTOUHHK M3Iy4eHHUs ; 3 — LUPKYISTOpP; 4 — BOJIOKOHHas peuterka bparra (BBP); 5 — doronnon;
6 — CUETYUK BPEeMEHU

Fig. 1. Typical fiber Bragg grating interrogation system based on wavelength-swept laser diode.

1 — pulse generator; 2 — light source; 3 — circulator; 4 — fiber Bragg grating (BEP); 5 — photodiode; 6 — time measurement unit

IlepecTpoiika LeHTpabHON AJIMHBI BOJAHBI HAa 10 HM ocy-
IIECTBILIETCS 3@ CUET MOIY/ISIIUH KOPOTKMMH UMITYJIBCAMH
TOKa, BEJTMYMHA KOTOPBIX HA HECKOIBKO MOPSIIKOB BBIIIE
pabouero Toka J1azepa U cocTaBisieT 4 A.

Ha uccnenyemslit nazepHbIil 11O/ TOJAIOTCS] TOKOBBIE
UMITYJIBCHI € TIeproaoM 10 MKC ¥ JUTMTENbHOCTHIO 250 He.
Jluarna3oH nepecTpoiKy BEJIMUUHBI TOKA B UMITYJILCE COCTa-
Bt oT 0,04 1o 1 A, TOK IIpH 9TOM YBEITUUMBAJICS C IIAaTOM
40 MA. 3aperucTprupoBaHHbIE CIIEKTPbI U3TYUEHUS Jlazepa
MIpU NEPECTPOIKE LIEHTPAIBHON UIMHBI BOIHBI B 3aBUCH-
MOCTH OT BEJINYMHBI TOKA MOAY/ISILIUY [TOKA3aHbI HA pUC. 2.

Jnst perncTpanuy CreKTpoB MCIOJIb30BAaH ONTHYECKUH
cnekrpoananmzatop Yokogawa AQ6370C. [lepuon nukina
CKaHHPOBAHUS B CIEKTpaTbHOM amama3one oT 1500 mo
1600 am coctaBnser 0,2 ¢, TOITOMY HapyIIaeTcs MpUH-
LIUIT MTHBAPUAHTHOCTHU U CIIEKTPBI IEPECTPONKH [IEHTPaIb-
HOU JuuHbI BosiHbl DFB-na3epa uMeroT BUA CILIONIHBIX.
Henuneitnast popma CeKTpaibHOTO OTKIIHKA TIEPECTPOIA-
KM 4aCTOTHI U3JIy4CHHU J1a3epa MPU MOCTOSTHHOM TOKE B
HMITYJIbCE CBUJETENIBCTBYET O HETMHEHHOCTH CKOPOCTHU
NepeCcTPONKHU LIEHTPAJIbHON JUIMHBI BOJIHBI ja3epa [16].
Ha cnexTporpaMMe HeIMHEHHOCTb CKOPOCTH MEPECTPOM-
KM LEHTPAJIbHON JJIMHBI IPOSBIISIETCS KaK MOCTEIEHHOE
M3MEHEHHE YPOBHS MOIIHOCTH Ha I'PAaHUIAX JUara3oHa
MEPECTPOUKH.

TUnoBOM cIBUT LEHTPAIbHON JUIMHBI BOJIIHBI bparra
st BBP, ncronp3yromeiicst B kagectBe UD B BOTOKOH-
HO-ONTHYECKUX CTIEKTPAIbHO-CEICKTUBHBIX CHCTEMAX U3-
Mepenus temmepatypsl [17], cocraBmser 10 mm/K. st
obecrieueHus: paboThI B AMAIIa30HE TEMIIEPaTyp OT MHUHYC
40 °C mo 120 °C, HeoOX0auMO 00€CIIEUNTh JUAa30H IIe-

PECTPOMKH LEHTPAJILHON JJIMHBI BOJIHBI Ja3epa Ha 1,6 HM.
[TosyueHnHoro uanas3oHa nepecTporKky UEHTPAIbHOM U~
HBI BOHHI (2,5 aM) DFB-nazepa gocrarouno mis ompoca
onHoi BBP B mpuBeneHHOM TeMIIepaTypHOM JUara3oHe B
kauecTBe UD 151 n3MEpeHus TeMIepaTyphl.

AMILTUTYAHO-YACTOTHAS XapaKTEePUCTHKA
DFB-i1azepa B (p0TOBOIbTANYECKOM pe:KHMeE

Tak KaK MeTO IEPECTPOMKHU LIEHTPaIbHOM UIMHBI BOJI-
Hbl DFB-1a3epa 0CHOBaH Ha IpsIMOI UMITYJIbCHOM TOKOBOM
MOZYIISAIUH C JUTUTEIBHOCTBIO HMITYThcOB 250 HC, TO s
JIeTEKTUpOBaHus oTKIIMKa oT BBP ¢ mcnonb3oBannem do-
TOBOJIETAMYECKOTO PEKMMa JIa3ePHOTO JHO/Ia, ero mojoca
MIPOMYCKAHUS B 3TOM PEXHUME He JOJKHA OrpaHHMYMBaTh
MOJIOCY PETUCTPUPYEMOTO CUTHAIA.

B pamkax Hacrosiieil paOoThl BBIIIOJIHEHA OIIEHKA Ya-
CTOTHBIX napameTpoB DFB-nazepa B (oToBONBTandECKOM
pexxumMe u B pexxume K3. M3mepeHus npoBogWIINCE IpU
MOMOIIIM CXEMBbI, IIpeACcTaBIeHHON Ha puc. 3. [IpuHuun
M3MEpPEHNUs OCHOBAH Ha PErucTpanu kodhuimenTa me-
penaun S21 DFB-ma3zepa B ()OTOBONBTAMYECKOM PEKAME
B nuamna3one gactoT oT 50 k' o 300 MI' mpu oMo
BEKTOPHOTO aHAJIN3aTOpa IIeTIeH.

B kagecTBe MCTOYHMKA M3Iy4YeHHUS MPUMEHEH J1a0o-
PaTOPHBINA CYNEPIIOMUHECLUEHTHBIM IHOJI OT KOMIIAHUU
Thorlabs, mogens SSFC1005P / ¢ nentpanbHOl AIHMHOM
BOJHBI 1550 HM, 00TaqarOIIKI IIUPUHON CIIEKTpa PaBHOM
50 HM ¥ peryiupyeMoi BBIXOJHOM MOIIHOCTBIO ONTHYE-
CKOTO M3JIy4eHHUs. BrIXxonHOE M3ITyuyeHne UCTOUYHUKA JIU-
HEHHO MOJSIPU30BAHO, UTO MO3BOJISIET IPH UCTIOJIB30BAHUI
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Puc. 2. CiekTpsl IepecTpoiky HeHTpanbHOI MmiHb! BosHE DFB-n1a3epa nmpu pa3HbIX TOKaX MOTY/ISIINH

Fig. 2. Spectrums of the central wavelength sweeping at different modulation currents of the DFB laser diode

ONITUYECKOTO BOJIOKHA, COXPAHSIOIIETO COCTOSHUE MONsA- It MomynsaTopom Maxa—Ilennepa (MMLI) 2 (xommaHus
pu3aiuu, cormacoBath paboune nossipusanuonnsie ocu  JDS Uniphase, mogens 10023707).

HNCTOYHHUKA U3TTYUCHUSA U BXOJHOTO ONTHYCCKOIO BOJIOKHA OnTrueckoe H3JTYUYCHUEC UCTOYHHUKA MOAYINPYETCA IPpU
MOJYJISATOPA, 00ECIIeYUB MAKCUMAITBHYTO TIIyOUHY MOJIYJIsi-  TIOMOIIM aMIUTHTYJHOTO MOYJISITOpa TAPMOHUYECKUM CHT -

2 MMI]
1
]
Thorlabs SLD —» —@ ’ I
|
Yacrora MOy IsILUU: 3
6 50 kx['u—500 MI'g Hanpsokenue
CMEIICHUS
o A%y 5
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® ®
4 /

OnTHYecKue CUTHAJIBI I I
—— DJICKTPUYCCKHIE CHUTHAIIBI

Puc. 3. Biok-cxema cTeH/1a JUIsl OLICHKH YacTOTHBIX XapakrepucTHk DFB-nasepa B poToBoNBTaMYECKOM PEXUME MPH Pa3ITHIHbBIX
HaNpPsDKEHUSAX CMELIECHUS:

1 — vcrounuK u3nydeHus; 2 — moayisarop Maxa—Llennepa (MMLL); 3 — ontuueckuit nzonsitop; 4 — DFB-nasep; 5 — LC-¢uibtp;
6 — BeKTOpHbII aHanmu3atop ueneit (BALI)
Fig. 3. Measurement frequency characteristics setup of the DFB laser diode in the photovoltaic mode at different bias voltages:

1 — light source; 2 — Mach-Zender modulator (MMII); 3 — optical isolator; 4 — DFB laser diode; 5 — LC-filter;
6 — vector network analyzer (BAILI)
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HaJIOM ¢ 4acToToi B auanazone ot 50 kI qo 300 MI'w,
MOCTYMAIOIIKUM C NMOpTa | BEKTOPHOTO aHaiIM3aTOpa lie-
neit komnanuu Siglent, moxens 4502 6. AMIIIUTYAHO-
MOJYJIMPOBAHHOE M3JTyYEHHE Yepe3 M30JITop 3 1MoJaeTcst
Ha BXOJ MCCIIEyeMOT0 JIa3epHOT0 1o/ 4, I7e 3a CUeT
botorddexra mpeodpasyeTcs B AMEKTPUICCKUI CUTHAIL.
OnTHYeCcKuit U30IATOP 3 MCIIONB30BaH [T IPEA0TBpaIlle-
HUS BO3HUKHOBEHUSI HEKOHTPOJIMPYEMOM Ja3epHOM reHe-
paiuy CynepiIroMHHECIEHTHOTO JUOAA, KOTOpas MOXKET
MIPUBECTHU K BBIXOLY U3 CTPOSL.

DNEKTPUUECKU OTKIUK C MCCIEAYEMOTO Ja3epHOro
JINOJ1a PETUCTPUPYETCs BXOAHBIM ITOPTOM BEKTOPHOIO aHa-
nusaropa neneit (BAILL). B pesynbrate monayden Habop
k02((HUIMEHTOB Nepeaur UCCIeLyeMOro JIa3epHOro N0/
(S21) mpu npsiMoM cMelieHnH uo/a B tuarnasone ot 0 1o
0,9 B. Hanpspkenue cMerieHus py IIOMOIIH J1aboparop-
Horo 0s10ka nuranus komnanuu Rohde&Schwartz, moaens
NGL202 nomaercst xa DFB-nazep uepe3 LC-pumbrp xom-
maanu MiniCircuits, mogens ZX85-12G-S+ 5, npenot-
BpaIaIONINK ITYHTHPOBAHNE OJIOKAa MUTAHUS C TIOPTOM 2
BEKTOPHOr0 aHanu3aropa uenei. JuanazoH W3MEHEHHUs
HanpsDKEHHs CMEIIEeHNUs, I0aBaeMoro ¢ 1a00paTopHOro
osioka nuranus, coctaBui ot 0 10 0,9 B ¢ marom 10 mMB.

AMIUTUTYIHO-4aCTOTHBIE XapaKTEPUCTUKHU UCCIIeTye-
MOT0 JIA3€PHOTO JMO0/Ia B IMAIa30He HAIPSDKEHUH TPSIMOTo
CMeEIIEHHs IOKa3aHbl Ha pHC. 4.

C yBeJIMYECHUEM IIPSIMOTO HANPSHKCHHST CMELICHUS Jla-
3epHbIi auox u3 pexnma K3 nepexoqur B poroBossTanye-
CKHH PEKUM, YTO IPUBOJIUT K CHIDKEHHIO AJIEKTPUIECKOTO
OTKJIMKA Ha BHEIIHEE ONTHYECKOE M3IY4YEHHE BIUIOTH JI0
0,75 B, COOTBETCTBYIOILETO OPOrOBOMY HAIPSIIKEHUIO
COITIACHO €ro MacHOpPTHON BOJBTAMIIEPHOM XapaKTepu-
ctuke. [Ipn Hanpsokennn cmemenus 0,85 B naOmomaeTcs
aMIUTUTYAHBIM OTKJIMK BO BCEH IM0JIOCE YACTOT, TOK Yepe3
J1a3ep COOTBETCTBYET 3HAUYEHHIO 7 MA, ITpU 3TOM YPOBEHb
BBIXOJHOW MOITHOCTH ONTHYECKOTO M3IIy4CHHUs Jia3epa
COIOCTaBUM C MOIIHOCTBIO MOAYJIUPYEMOT0 MCTOYHHKA
m3nydenus (1 MBT). B pabore [14] Takoii a3 ekt onrcan
KaK ONTHYECKasi MHXKEKIINS, Ha YaCTOTHBIX XapaKTepUCTHU-
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Puc. 4. 3aBucumocts koapuunenrta nepegaun S21 DFB-
Jazepa B (JOTOBOJIBTAUYECKOM PEKMME OT BEIUYMHbI
HaNpsDKSHUS IPSIMOTO CMEIICHUS

Fig. 4. Transmission coefficient S21 of the DFB laser diode in
photovoltaic mode at different bias voltages

Kax 3TO MPOSBIAETCS KaK aMIUTUTY/IHbII BCIIECK IEKTPU-
4ecKoro cursaia. /lanpHeilnee yBenuueHue HanpsHKeHUs
IPSIMOTO CMEILEHUS JIA3epHOTO AUOAA COMIACHO TEOPUU
MOJYIIPOBOIHUKOB MTPUBOJIUT K CHIKEHHIO Apei(oBoro
HanpspkeHus B PN-riepexoze n pocty 1 dy3HOHHOTO TOKa
Yyepes3 MO/, YTO BEI3BIBAET POCT BEIMUMHBI H3ITydaeMOi
ONTHYECKOM MOITHOCTHU. 1o BO3aelicTBUEM OIITUYECKO-
TO M3IYYCHUS B aKTUBHOW 00JACTH MPOMCXOINT TeHEpa-
st GOTOMHIYIIMPOBAHHBIX MEKTPOHHO-IBIPOYHBIX T1ap,
HO3TOMY CHIDKEHHE ApeH(pOBOro HAIPSHKEHUS BHELIHUM
ANEKTPUUYECKUM TIOJIEM MPHUBOANUT K YBEINYCHUIO PEKOM-
OuHaimy GOTOMHAYIIMPOBAHHBIX HOCHUTEINCH B aKTHBHOM
o0Jactu, TPy 3TOM BeJIMYMHA (OTOTOKA I1a/IaeT U CTAaHO-
BUTCSI MAJIOPA3IMYMMOI B CPAaBHEHUH C PACTYILIUM IIpsi-
MBIM (P (OY3MOHHBIM TOKOM.

[Ipy BO3AEHCTBUN BHELIHETO ONTHYECKOTO M3IIyYSHUS
DFB-na3ep umeet HanOOIbIINH aMIUTUTYAHBIA OTKIIUK BO
BCEH IMoJI0Cce YacTOT W 00a1aeT HanOOobIIeH TyBCTBH-
TEJIBLHOCTBIO U MOJIOCON MPOMYyCKaHUs 110 ypoBHIO —3 1b
pasHo#t 300 MI'T py HanPsHKEHUH CMEIICHUS, COOTBET-
cteytomem 0 B, T. e. B pesxkume K3. C pocTom 4acToThI
AMIUTUTYAHOW MOIYJISIMY BHELIHETO M3JIyueHHs HaOIo-
JlaeTcs HEe3HAYUTEIbHOE CHIKECHUE BEITMYMHBI AJIEKTpHUYe-
CKOTO aMIUIUTYJHOTO OTKJIMKA, YTO MOXET OBITh CBSI3aHO
C HECOBIMAJEHUEM BOJHOBBIX CONPOTUBICHUH BXOIHOTO
MopTa BEKTOPHOro aHanu3atopa neneit 1 DFB-nasepa.

[NomyuenHoii nonocel npomyckanus papHoit 300 MI'n B
pexume K3 nocTaTtouHo [uist periucTpalyy CleKTpaabHOro
otkirka ot BEP Bo BpemenHoit o6nactu.

CnekTpajibHasi YyBCTBHTEIbHOCTh U TEMHOBOIl TOK
JIa3epPHOro 1uo0/ia B (POTOIUOIHOM pesKuMe

TeMHOBOH TOK M CHEKTpasibHasi YyBCTBUTEIHHOCTD
OIPEAEISIIOT MTOPOTOBYIO YyBCTBUTEILHOCTH (POTOIPHEM-
HuKa. {715 TeTeKTUPOBAHUS CHIEKTPAIbHOTO OTKIUKA OT
BBP Heobxonmmo, 9To0s! mpu (hotodddexre dmexTpude-
CKHI OTKJIMK MCCIIEIYeMOTO JIA3€PHOTO JIHOJIa B PEXKUME
K3 Ob11 mMHEEH 1 HE3aBUCHM OT JUTMHBI BOJIHBI BHEIITHETO
OIITUYECKOTO M3ITy4eHHs], 2 TEMHOBOH TOK OBLIT COITOCTABUM
C TEMHOBBIM TOKOM P/N-(hO0TOAMOI0B, HCIIOTB3YIOMINXCS B
M3MEPUTEIIBHBIX cXeMaxX. TUIIoBasi 4yBCTBUTEIbHOCTL PIN-
dhoroaronos Oimska k 1 A/BT. BeuunHa TeMHOBOTO TOKa
PIN-poToaronoB cocTapisieT aecstku nukoamiep ((oto-
nuon ot komrianuu Laserscom, moaens PDI-80-P10-2G-K,
oOnanarnuil YyBCTBUTEILHOCTRIO | A/BT B nnamazone
JutiH BoJIH 1400—1650 HM 1 TEMHOBBIM TOKOM BEIMYHHOM
30 mA).

Cxema U3MepeHust TEeMHOBOTO TOKa, ITOKa3aHa Ha puc. 5.
[Muxoammepmetp xommannu Keithley, monens 6487 mo3Bo-
JIIET U3MEPSATH TOKHM ¢ pasperuenreM 1014 A ¥ TOUHOCTBIO
0,3 %, nmeeT BCTPOCHHBIN PEryaupyeMblil HCTOUHUK Ha-
NpsbKeHUs s cMenieHus: PN-miepexo/ia uccliielyemMoro
JIa3epHOro JAMOJa B MPSIMOM M 0OpaTHOM HAaIlpaBJICHUSIX,
YTO MOAXOMT JJIsl U3MEPEHHUs1 (POTOTOKA M TEMHOBOTO TOKa
(oronmonoB. M3mMepeHust MPOBOIMIINCE TIPH TEMIIEpaType
25 °C 0e3 BO3€HCTBUS ONTHYECKOTO M3iryyeHust Ha DFB-
nasep.

W3mepennast oOpaTHast BETBb BOJIBTaMIIEPHOM XapakTe-
puctuku DFB-nazepa npencrasiena Ha puc. 6. TemHOBOMI
ToK B pexkume K3 (mpu HyrneBoM HarpsHKeHHH CMEICHUS
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Puc. 5. Cxema usmepenus teMHoBoro Toka DFB-nazepa

Fig. 5. Measurement dark current setup of the DFB laser diode
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Puc. 6. ObparHast BeTBb BOJIBTAMIICPHON XapakTepuctuku DFB-
Jazepa

Fig. 6. Current-voltage characteristic reverse branch of the DFB
laser diode

naszepa) cocrasisierT 12,5 nA, npu yBenuueHun odpat-
HOTO HampsDKeHMs CMeIIeHud 10 —2,5 B yBennuuBaercs
10 55 HA. TemHoBoOI Tok B pexume K3 comocraBum ¢
TEMHOBBIMHU TOKaM¥ PI/N-(hoToanon0B, UCIOIb3YEMbIX B
n3MepuTenbHbIX cxemax. B pexume K3 DFB-nasep mo-
KeT OBITh MPUMEHEH ISl IETEKTHPOBAHHS ONTHYECKOTO
n3rydenust oT BBP nnn apyrux BoJIOKOHHO-ONTHYECKUX
CHEKTPAJIBbHBIX JaTYUKOB.

Jns u3aMepeHus CrekTpaibHOM 4yBCTBUTEIbHOCTH
DFB-na3zepa ucnonb30Bajiack cXema, IpeJCcTaBIeHHas Ha
puc. 7.

B kavecTBe BHEIIHET0 NCTOYHMKA MU3JTyueHHUs] BEIOpaH
nepecTpauBaeMblil Jlazep komnanun Keysight, moaens

Keithley 6487

Qv

W3mepurenn

TOKa @- F—

| Keysight N7711A

Puc. 7. Cxema u3mepenust gayBcreutensHocty DFB-nasepa B
PEKHMME KOPOTKOTO 3aMBIKaHUS

Fig. 7. Measurement sensitivity setup of the DFB laser diode in
short circuit mode

N7711A ¢ BO3MOKHOCTBIO PETYITHPOBKH BBIXOAHOI MOII-
HOCTH U IIeHTpaJbHOU JUIMHBI BOJMHBL. Ha BXox uccnenye-
MOTO JIA3€PHOTO JIMO0/A TI0IaBAIOCh ONTUYECKOE U3ITyUYeHHUE
B nuanazone 0—20 MBT ¢ marom 2,5 MBT Ha Tpex anmHax
BosH 1540, 1550 u 1560 uMm. Peructpanus Toka npous3Bo-
JTUITACh C TIOMOIIBIO THKoaMIiepmeTpa (puc. 8).
UyscreurensHocTh DFB-n1azepa nosyuena npu Hyse-
BOM HANPSDKCHUN CMETICHHUS U, COTTIACHO PHUC. 8, COCTaBIIA-
et 0,1 A/BT. OTKIIHK JTa3epHOTO THOAA Ha TTOCTYMAIOIIYIO
BXOJHYIO ONTHYECKYIO MOIIHOCTH JINHECH U HE UMEET
3aBUCUMOCTH OT JTMHBI BOJHBI B JIMalla30HE CKAaHUPOBa-
Husi. YyBCTBUTENBHOCTD JA3€PHOTO JAMOJIa HA MOPSIOK
HUKE, YEM TUIIOBbIE 3HAUEHMSI YyBCTBUTEIBHOCTU Y PIN-
(hOoTOZMOIOB, HCIIOIB3YIOIIUXCS B U3MEPUTEIIBHBIX CXEMax
B iana3oHe JUiiH BosiH OT 1540 no 1560 HM, oHaKO ypoB-
Hs ayBcTBHTENBbHOCTH B 0,1 A/BT nocrarouHo aiist getek-
TUPOBAHUSI MOIIIHOCTH ONTHYECKOTO U3ITyUEHHsI OTKIMKA OT
BBP wim 1pyrux BOJOKOHHO-ONTHYECKHX CIIEKTPaThbHBIX
JTATYMKOB yOAJIEHHBIX Ha paccTosHUE B mpeaenax 10 kM.

Perucrpauus orkiuka BBP npu nomomu DFB-
Jiazepa B pe:kuMe NMpHeMo-nepeaaTynKa

Jlist mpoBeeHus u3MepeHus Obuta n3rorosieHa BEP B
TENEKOMMYHHUKAIIMOHHOM ONTHYeCKOM BosiokHe SMF-28
crarnapra G.657.A1 (AuaMeTpsl CBETOBEIYIIICH KIITBI —
okono 10 MM, 000109kH — 125 MKM U 3aITUTHOTO aKpu-
JIATHOTO TOKPHITHA — 250 MKM) TIpH ITOMOIIIN CXEMBI 3a-
micH Ha ocHOBe MHTepdepomerpa TanpboTa [18].

[TapameTtpsl BBP: nienTpanbpHas qiauHa BOJHBI (TIPU
temneparype 25 °C) — 1551 um, mupuHa crexkTpa —
0,22 1M (1o ypoBHI0 —3 1b), TemrneparypHbIil CIBUT IIEH-
TpasibHOU JyTiHbI BOJHBL — 10 nM/K, koadduriueHT orpa-
sxeHus — 90 %.

Ha puc. 9 npezcrapiena O10K-cxemMa MakeTa JUIsl 9KC-
MIepUMEHTAIBHOHN ITPOBEPKH pab0TOCIIOCOOHOCTH MPEIIO-
JkeHHOro MeTozia onpoca BBP npu nomomu DFB-nazepa B
PEeKMMaxX MCTOUYHHWKA W MPUEMHHUKA ONTHYECKOTO M3ITyde-
Hus. Vi3MepeHnst mpoBOIMIINCEH TP KOMHATHOW TeMIiepa-

Tok, MA
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Orntryeckast MOITHOCTh, MBT

Puc. 8. 3aBucumocts pororoka DFB-nazepa B pexxnme
KOPOTKOTO 3aMBIKaHHUsI OT MOIIHOCTH BXOJ{HOTO ONITHYECKOTO
W3ITydeHus Ui uiiH BostH 1540, 1550 u 1560 HM

Fig. 8. Photocurrent dependence of the DFB laser diode in short
circuit mode at wavelength 1540 nm, 1550 nm, 1560 nm
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Puc. 9. bnok-cxema MakeTa JJIsl OIpoca BOIOKOHHOM perieTku bparra (BBP) npu momonu DFB-nasepa B pesxume npueMHUKa
U TepeaTINKa ONTUUECKOTO U3ITyYESHUs:

1 — ocumuiorpad; 2 — UMITYJIbCHBIH HCTOYHHUK TOKA; 3 — HCClIeLyeMblil JTJa3epHblii 110/, 4 — BOJIOKOHHAs pemerka bparra (BBP)

Fig. 9. Measurement setup for fiber Bragg grating interrogation system using DFB laser in the receiver and transmitter mode
of optical power:

1 — oscilloscope; 2 — pulse current source; 3 — laser diode; 4 — fiber Bragg grating (BEP)

Type 25 °C. Ha nazepHslii 1o/ 3 OJaBAIMCh UMITYIIbChI
TOKa BenmuunHOU 1 A ¢ mymutensHOCThIO 250 HC M IEpHOIOM
cienoBanust 10 MKC Ipy MOMOIIM UMITYIbCHOTO HCTOYHUKA
Toka 2. Jluana3oH nepecTpoiiku EHTpaIbHON JUINHBI BOJI-
HBI COCTaBUI 2,5 HM B COOTBETCTBHH C pUC. 2.

NMnynbc oNTHYECKOro M3Ay4E€HHUs! ¢ MOCTOSHHON
MIHOBEHHOH MOIIHOCTBIO U M3MEHSIOLIENCS AITUHON BOJI-
HBI QOPMHUPYEMBIH JTa3epPHBIM AUOJOM JUIHTEIBHOCTHIO
T =250 HC MpOXOAUT MO BOJOKHY paccTosiHue 100 m, u
ot BBP 4 orpaxaercs onTuuecKkoe U3JydeHUE C IIMHOU
BOJTHBI, COOTBETCTBYIONIEH IIEHTPAIBHON JJIMHE BOIHBI
Bbparra — 1551 um (Aggp Ha puc. 9). OrpaxenHoe or BBP
M3Ty4YeHHE MTPOXOANUT B 0OpaTHOM HampaBlICHHH PaccTosl-
Hue, pasHoe 100 M u nmpuxonut Ha DFB-nazep B MOMEHT
BPEMEHH, KOT/Ia HaNpsDKEHUE Ha JIa3epHOM JTHOJIE yMalio
1o 0 B, rre 3a cuet dorodddekra npeodpasyercs B JICK-
Tpuueckuil otkinuk. OTknuk ot BBP B Buzie HanpskeHus
HA JIA3€PHOM JIUOJIE€ AETEKTHUPYETCs MPU MOMOIIM OCLII-
norpada kommanun Rhode&Schwarz, monens RTO1024 /.

Ha puc. 10 npencraBieH pe3yasTrar IeTCKTUPOBAHUS
CHEKTPaJIbHOTO OTKJIMKa OT BBP.

B pesynbrare TemneparypHoro Bo3aeiictsus Ha BBP
MIPOUCXOIUT CIABUT LEHTPATbHOMN JUIMHEI BOMHEI bparra.
Tax kak 1EHTpaJIbHOU JJIMHE BOJIHBI Jia3epa IpH Iepe-
CTpOMKE MOYKHO COITOCTAaBUTh HEKOTOPHI MOMEHT BPEMEHHI
U3 JJIMTEJIBHOCTH T, TO CIABUI LIEHTPabHOM JuinHbl BBP BO
BPEMEHHOH 00JIaCTH NPUBOJUT K M3MEHEHMIO 3a/ICPIKKU
MEXAY UMITYJIbCOM MOAYISLIMU U OTpakeHHbIM OT BBP
U3IIy4EHUEM.

W3MeHeHune 3a/1epKKU 110 BPEMEHU MEXTy UMITYJIbCOM
MOJYJISIUY U OTpaxkeHHbIM 0T BBP n3mydyennem coorset-
ctByeT 700 nic npu cABUTe UEHTPAJbHOW JIMHBI BOJIHBI

BBP cootBetcTBytomem 10 mM, 9TO HKBUBAJICHTHO H3-
MeHeHuio Temmneparypsl BEP na 1 °C. Benuuunna casura
LEHTPaJIbHON JUIMHBI BOJIHBI (PUKCUPOBAIACh CIIEKTpOaHa-
JIN3aTOPOM IO U3ITyUEHHIO Mpolieaiemy yepe3 BBP.

18

Hanpsxenue, B

o
pa

800 1200

Bpewms, ne

0 400

Puc. 10. OcunmiorpamMMa 3aperucTpupoBaHHOTO OTKJIMKA OT
BOJIOKOHHOI pemietku bparra (BEP) npu nomommu DFB-nazepa
B PEKHMME UCTOYHHMKA U IPUEMHHUKA ONTHYECKOTO U3ITYUECHHUS:
1 — UMITyNbC MOIYIISILUH JIa3epa; 2 — SIEKTPUUECKUH OTKIIHK,
BBI3BaHHBIN OTpaxkeHneMm oT BBP, 3apeructpupoBannbiii npu
nomoiun DFB-na3epa B ¢poTOBONIBTanYECKOM pPEXUME

Fig. 10. Waveform of the recorded FBG signal using DFB laser
diode in the receiver and transmitter mode of optical power:

1 — laser modulation pulse; 2 — electrical response of the DFB
laser diode in the photovoltaic mode induced by FBG reflection
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JIUTeNbHOCTH UMILYJIBCOB OTpakeHHOro or BBP u3-
aydenus (2 Ha puc. 10) HaKIaABIBAIOT BBICOKHE TpeOoBa-
HUSI K armnaparype perucTpanui 1 o00padoTKH OTKIMKA OT
BBP B wacTu BBICOKOH 4acTOTHI AMCKPETU3ALUH (BBILIE
6-108 T'1y) u oGecrieueHust aHATIOTOBOM TIONOCHI TPOITYCKa-
Hus Tpakra Beime 300 MI'n. Ucnonb3oBanue coBpemMeH-
HBIX TIpeoOpa3oBareneil Bpemsa-mudpoBoit xkox [19] mus
JIETEKTUPOBAHNS BPEMEHHOM 3aCP)KKH MEKAY NMITYIIb-
CaMM M3MEPEHUAX MOXKET CYIIECTBEHHO CHU3HUTH TPeOo-
BaHMS K 3JIEKTPOHHOM yacTu onpoca BBP ¢ coxpanenuem
BBICOKOTO pa3pelieHus Mo IEHTPATIbHOM JIMHE BOJTHBI HE
menee 10 mm.

3akJjoueHne

[IpencTaBieH METOJ ONPOCA BOJOKOHHBIX PEHIETOK
Bparra npu nmomomu MCCIEAYEMOro JIa3epHOTo AMOoa
(DFB-na3epa) B pe)xuMe UCTOYHHMKA M MPUEMHHKA W3-
nydenus. [IpoBeneHa OleHKA TUIIOBBIX XapaKTEPHUCTHK
DFB-na3epa B pexxume NpUEMHUKA ONTHYECKOTO H3IY-
yeHus. [1o moxydeHHBIM TaHHBIM MOYKHO CZETaTh BBIBOJ
0 BO3MOXKHOCTH Hcnonb3oBanusi DFB-nazepa nist nerek-
TUPOBaHMS OTKJIMKA OT BOJOKOHHOW peuieTku bparra B
pEKUME KOPOTKOTO 3aMBIKAaHUS U B ()OTOBOJIBTAHUECKOM
pexxnme. [Ipu HyneBOM CMEIIEeHUH Ja3epHOTO AMONA Ha-
OITr0maeTCss caMblil HU3KHMI TEMHOBOM TOK 12,5 mA u Hau-
OOJIBIINI MEKTPUYCCKUI OTKIIMK HA BXOTHOE ONTHYCCKOC
U3y4YeHHe B uanas3oHe JAIuH BoiH oT 1540 no 1560 Hm.
[ToaTBep:xaeHo, uto nosoca npomyckanus DFB-na3zepa B
(hOTOBOJIBTANYECKOM PEXHUME U B PEIKMME KOPOTKOTO 3aMbl-
KaHMs [T03BOJISIET UCHOJIB30BATh JIa3ep A AeTEKTUPOBaHUS
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CUTHAJOB B nonoce yactoT 10 300 MI'y mpu gacTorax
onpoca 4yBCTBUTEIBHBIX ANIEMEHTOB Ha ypoBHEe 100 kxI'1g
W BBIIIIE, YTO MOXET OBITh MPUMEHEHO MPH MOCTPOCHUH
BBICOKOCKOPOCTHBIX U3MEPUTENIEH HA OCHOBE BOJIOKOHHBIX
pemretok bparra. J[nanazoH nepecTpoiky LEHTPaIbHON
JUTMHBI BOJIHBI JIa3epa MOXKET OBITh pacHIMpeH ¢ 2,5 HM
JI0 5 HM M BBIIIE 32 CUET YBEINUCHHS BEITMUUHBI IPIMOTO
TOKa B UMITYJIECE, YTO JIOCTATOYHO JUIS ONPOCa JBYX UyB-
CTBUTEINIbHBIX 3JIEMEHTOB C MYJIBTUIUIEKCHPOBAHUEM 10
JUIMHE BOJIHBI B OIHOM ONTHYECKOM BosokHe. [Ipn Benn-
YHHE XapaKTepHOTO CIBHUTa LEHTPAIBHON JJITUHBI BOJTHBI
JIaTYMKa TEMIIepaTyphl Ha OCHOBE BOJOKOHHON pemeTku
bparra (10 nM/K), mony4deHHOro auarna3oHa mepecTpoii-
KM IIEHTPaJbHOU JUTMHBI BOJHBI (2,5 HM) M pa3perieHus
(700 11c/K), mocTarodHo 1uIst onpoca AaT4uKa TEMITEpaTyphl
B IMamna30He U3MeHeHus temneparypst oT munyc 70 °C no
150 °C ¢ paspemenuem Boite 1 °C. Ilpennoxennas cxema
M METOJI TI03BOJISIIOT 0€3 MEXaHWYECKUX KOMITOHEHTOB M
IIPU MUHUMAJIbHOM KOJHMYECTBE ONTHYECKUX 3JIEMEHTOB
MIPOMU3BOJUTH OTIPOC YYBCTBUTEIBHOTO AEMEHTA HAa OCHO-
B€ BOJIOKOHHBIX peuieTok bparra. Mcnons3oBanne DFB-
Ja3epa B peKMME MCTOUHHMKA U IPHEMHHKA ONTHYECKOTO
M3TYYCHUS MO3BOJSET CHU3UTh CTOUMOCTH CXEMBI OIPO-
Ca YyBCTBUTEJIBHBIX 3JIEMECHTOB Ha OCHOBE BOJIOKOHHBIX
pemietok bparra, pacmupuTs [uana3zoH NPUMEHUMOCTH
CXEMBI 3a CUET €€ MUHHUATIOPU3allUu1, MEHbIIIEH YyBCTBU-
TEJILHOCTH K BHEIIHMM BHOPAIIMOHHBIM M yIapPHBIM BO3-
JIEHCTBUSIM U3-3a OTCYTCTBHSI TOJBUKHBIX MEXaHUYECKUX
3JIEMEHTOB, B OTIMYNE OT KJIACCHUECKHUX aHAJIH3aTOPOB
CIEKTpa M MEPEeCTPANBACMBIX Ja3epOB, a TaKXKe CyIIe-
CTBEHHO YBEJIMUHUTh YACTOTY OIPOCa.
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AHHOTANMSA

Brenenue. VccnenoBanbl akTHBHBIC 00JIACTH BEPTHKATBHO-U3ITYYAIOIIHX JIA3¢POB CIIEKTPAILHOTO auana3zona 1300 Hm
Ha OCHOBE cBepxpemieTok Ing 0Gag 40As/Ing 53Al020Gag 27As. [IpoBesieHO cOOCTaBICHNE TIOPOTOBBIX XapAKTEPHUCTUK
Ja3epOB C AKTUBHBIMU 00JIaCTSIMHM HAa OCHOBE CHJIBHO MEXaHMUECKH HaIPsDKCHHBIX KBAaHTOBBIX M Ing 74Alg 16Gag,10As.
Mertoz. I'eTepocTpyKTypa HONOCKOBBIX Ja3epoB ¢ Ing 60Gag 40As/Ing 53Al020Gag 27As CBEpXpeNIeTKOH HoTydeHa METOIOM
MOJIEKYIISIPHO-TTyYKOBO# dmHUTakcuu. Me3a-CTpyKTypa MOJOCKOBBIX Jia3epoB c(hOPMUPOBAHA METOIOM CEIICKTHBHOTO
JKUJKOCTHOTO TPABJICHHS C MOCIEAYIOIINM HAHECEHHEM OMHUYECKHX KOHTAaKTOB. DOpMHpOBaHUE MOJIOCKOBBIX
JIa3epoB C Pa3INIHON JUTMHOW pEe30HATOpA BHIIOITHEHO METOJIOM PYYHOTO CKaJIbIBAHUS 3epKall. Mi3MepeHne BBIXOTHBIX
XapaKTepUCTHK JIa3ePOB MPOBEICHO B UMITYJIbCHOM PEKUME C UCTIOIh30BAaHHEM KaTHOPOBAHHOTO T€PMAaHUEBOTO
(dhotonnona OOMBIION TUIOMAMH, & CIIEKTPATHHBIX XaPAKTEPUCTUK — C MOMOIIBI CHEKTPO(YOTOMETpa HA OCHOBE
MoHOXpomaropa. OCHOBHBIE Pe3yJIbTaThl. J[0CTUTHYTHIE TOPOrOBBIE XaPAKTEPUCTHKH (MOIaIbHOE yeunenne 40 v,
IJIOTHOCTH TOKA TIPo3pa4HocTH 650 A/cM2, BHYyTPEHHHUE ONTHIECKUE MOTEPH 8 M 1) TIONIOCKOBBIX JIA3€POB, HA OCHOBE
cBepxpereTok Ing 60Gag,40As/Ing 53A10 20Gap,27As ¢ HU3KOM CTENEHBIO PACCOMIACOBAHUS KPHCTAIINUECKON PEIIETKU
cnoeB InGaAs comocTaBUMBI ¢ TOPOTOBBIMH XapaKTEPUCTHKAMU JIA3€pOB HA OCHOBE aKTHBHBIX 001acTell ¢ CHIBHO
MeXaHUYeCKHU-HaNpPs)KeHHBIMU KBAHTOBBIMU AMaMH Ing 74Alp,16Gag,10As. Xapakrepuctuyeckue remneparypst 7o u 7|
cocrasman 60 K 1 87 K 17151 momocKkoBbIX J1a3epoB ¢ ATHHON pe3oHaropa 1 M. [1oBEIIIeHNE YaCTOTHI MaJIO CHTHATBHOM
MOJYJISIIIAA BEPTUKAITBHO-U3ITyYAIONINX Ja3¢POB U UX TEMIIEPATYPHON CTaOMILHOCTH CBSI3aHO C UCIOIH30BAHUEM
CHJIBHO MEXaHMYEeCKHU-HANPsHKeHHBIX Ing 74Gag 26As/Ing 53Al025Gag 21As cepxpenierok. Oocy:kaenue. [IpennoxeHHbie
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MccnenoBaHue yCUUTESbHBIX CBOMCTB akTUBHbLIX 0061acTel. ..

akTUBHbIe obnmactu Ha ocHOBe InGaAs-InP cBepxpemnieTok MOryT HaliTH PUMEHEHUE NPU Pa3padOTKe BEPTUKAIBHO-
U3JTyYaIOIIUX Ja3epoB CHEKTpaJIbHOrO auanasoHa 1300 HM. Pe3ynsrarel paboThl MOTYT OBITH pea30BaHbI IPH CO3TaHUH
9KCHEPUMEHTAJIBHBIX 00Pa3I0B ¥ ONTHMH3ALMH MOAY/IALMOHHBIX TapaMETPOB BEPTHKAIBHO-M3ITYHalOIINX J1a3epOB
crneKTpaibHOTo Anamnazona 1300 Hm.

KnioueBbie ci10Ba
CBEpXpEIIeTKa, BEPTHKATbHO-U3TyaloNNi Ja3ep, aKTHBHAS 00/1acTh, YCHICHNE, apCEHHU] HHINS-TaILTHS, apCEHH
WHTUST-aITIOMUHUS-T aJITHS
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Abstract

The results of investigation of the gain properties of 1300 nm vertical-cavity surface-emitting lasers active regions
based on Ing 0Gag 40As/Ing 53Al020Gag 27As superlattices and threshold characteristics comparison of superlattices and
highly lattice mismatched Ing 74Alp.16Gag.10As quantum wells are presented. The heterostructure of injection lasers with
an Ing 60Gag 40As/Ing 53A1p.20Gag 27As superlattice was grown by molecular beam epitaxy. Mesa structure of injection
lasers was obtained by selective liquid etching followed by the application of ohmic contacts. The formation of injection
lasers with various cavity lengths is performed using the method of manually cleaving mirrors. The output characteristics
were measured in a pulsed mode using a large area calibrated germanium photodiode. Spectral characteristics were
measured using a spectrophotometer based on monochromator. The achieved threshold characteristics (modal gain
about 40 cm~!, transparency current density about 650 A/cm?, internal optical losses about 8§ cm1) of injection lasers
based on Ing c0Gag.40As/Ing 53Alp20Gap 27As superlattices with low lattice mismatch InGaAs layers are comparable
to previously presented lasers based on active regions with strongly strained Ing 74Alg.16Gag.10As quantum wells. The
characteristic temperatures Ty and T; were 60 K and 87 K for injection lasers with a cavity length of 1 mm. An increase
in the frequency of small-signal modulation of vertical-cavity surface-emitting lasers and their temperature stability is
associated with the use of highly strained Ing 74Gag 26As/Ing 53Al0 25Gag 21 As superlattices. The proposed active regions
based on InGaAs-InP superlattices have the potential to be used in the development of vertical-cavity surface-emitting
lasers in the 1300 nm spectral range. The findings of this work can be applied in the realization of experimental species
and optimization of modulation parameters for vertical-cavity lasers operating in the 1300 nm wavelength range.

Keywords
superlattice, vertical-cavity surface-emitting laser, active region, gain, indium gallium arsenide, indium aluminium
gallium arsenide
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BBenenue

B kagecTBe aKTHBHBIX 00JaCTEH MOJYNPOBOJHUKO-
BBIX JIa3epOB CHeKkTpaidbHOoro auanazona 1300 HM Tpa-
JUIMOHHO paccMaTpUBalOTCS KBAHTOBBIE siMbl InGaAsP
u InAlGaAs [1], BeIpanieHHbIC Ha TOMIOKKax (pocduna
nuams (InP). HecMoTps Ha TOT (akt, 4TO HOCUTENH 3apsi-
na B InGaAsP KBaHTOBBIX sIMax MMEIOT 00Jiee BBICOKYIO
CKOPOCTPH U3IIyYaTelbHOH PEKOMOWHAIINU B CPAaBHCHUHU
c InAlGaAs kBaHTOBBIMH siMamu [ 1], TeMnepaTypHas
CTaOMIIFHOCTH BEPTUKAIFHO-M3ITy4aronux a3zepos (BIJT)
Ha WX OCHOBe 0ojiee HU3Kas. 3HAUUTEIbHBIN TETUIOBOM
BBIOpOC HOCHUTENeH 3apsaa, 00yCIOBICHHBIH MaJIbIM
Pa3pBIBOM 30HBI Ha TE€TEPOTPAHUIIEC, OTPAHUIUBACT TEM-
neparypuyio ctabmibHocTs BUJI Ha ocHoBe InGaAsP
KBAaHTOBBIX 5M [2]. 3HauuTenbHOe m3MeHeHne Oxe-
peKOMOMHAIMY U TU(PPEPCHIIMATHLHOTO YCHICHHS C TEM-
TepaTypoil Takxke CBOMCTBEHHO JJISl CUCTEMbI MaT€pPHUaIoB
InGaAsP-InP [3].

InAlGaAs KBaHTOBBIC SIMBI TPAJUIIMOHHO HUCIOIb3Y-
FOTCSl B KQUECTBE aKTUBHOHW OOJIACTH JUTHHHOBOJIHOBBIX
BUWJI ciekrpanpHoro nuanazona 1300—-1550 am: MoHONIUT-
HBIX [4—6], TtuOpuaHbIX [7-9], a Takke BUJI, momydeHHBIX
10 TeXHOJOTUHU criekanusl miacTuH [10—12]. OCHOBHBIM
HemocTatkoM npuMeHeHns InAlGaAs KBaHTOBBIX SIM TIpH
(dhopmupoBannn BUJI criekrpanpHoro auanazona 1300 HM
ABJIACTCS BBICOKAst MOJIbHAS 10T alTFOMUHUS (0K0JI0 18 %),
YTO B JIBa pa3a MPEBHIIIAET AHATOTUYHYIO BETUUNUHY IS
InAlGaAs KBaHTOBBIX SIM CHEKTPaJbHOTO [HUala3oHa
1550 um [13, 14]. Kak pe3ynbTaT, HaOII0gaeTCs YBEIH-
YyeHue moporoeix TokoB BUJI 3a cuetr pekomOMHAIIUU
[oxnmu—Puna—Xomna [15].

AJBTEepHATHBHBIA ToAX0 pHu hopmuposannu BUJI
criekTpanbHoro nuanazona 1300 HM COCTOUT B UCIOJIb-
3oBarnn InGaAs-InP cBepxpemerok. 13 mpenmymiecTs
JAHHOTO TTOJIX0/Ia CIEeNTyeT OTMETHTh: OTCYTCTBHUE alfo-
MUHUSA B CIIOSIX KBAHTOBBIX SIM, YTO TIO3BOJISIET CHU3UTH
noporoseie Toku BUJI [16]; yBenudenue dakropa onTu-
YEeCKOr0 OrpaHuyeHHs 3a cueT (POPMUPOBAHUS MUHH30HBI
B CBSI3aHHBIX KBAHTOBBIX SIMaX, YTO [MO3BOJISICT MIOBBICUTH
BEJIMUMHY MOJIaJIbHOTO ycuieHus [ 17]; cHuxkeHue sHepre-
THUYECKOTO TOJIOKEHHSI MUHHU30HBI B CDABHEHUH C HECBSI3aH-
HbIMU InGaAS KBAHTOBBIMHE SIMAMH, YTO JaCT BO3MOXKHOCTh
YBCJIMYUThH TEMIICPATYPHYIO CTAOMIBLHOCTH Jlazepa [18].

B pabore [16] peannzoBanbl BEICOKO(DPEKTUBHEIE
BWJI cnexrpansHoro auamnazona 1300 HM ¢ akTUBHOM
obnactbio Ha ocHOBe Ing 60Gag 40As/Ing 53Al020Gap27As
cBepxpemnieTkd. [IponeMoHCTprpOBaHa BBICOKAs BRIXOTHAS
ONTHYECKasi MOIIHOCTh B OJHOYACTOTHOM PEXHME TeHe-
pamnu (oxoso 6 MBT) 1 HU3KHE BHYTPEHHHUE ONTHYECKUE

norepu (okono 3 cm 1), uro ceumerenscTByeT 06 d3Pdhek-
TUBHOCTH Hctioib3oBanus InGaAs-InP cBepxpenieTky B xa-
yecTBe akTUBHOM oOnactu BUJI criekTpalibHOTO iMana3oHa
1300 M. IIpoBenena oneHka NOPOrOBBIX XapaKTEPUCTHK
BUIJI ¢ paznu4yHO#l BEIUMYUHON ONTHYECKHUX MOTEPh Ha
BBIBOJ M3TydeHus. [IponeMOHCTpHpOBaHa BBICOKAs BEJINU-
4yuHa MojiaabHoro yerienus (30 cm 1) u Hu3KOE 3HAUEHHE
IUIOTHOCTH TOKa npospaynocty (630 A/cm?) [16]. Onnako
JIaHHBIE 3HAYEHUS COOTBETCTBYIOT Temmeparype 333 K
(Temmeparype HyJIEBOTO pacCOIIacOBAaHUs MEXIY MaKCHU-
MYMOM CIIEKTpa YCHJICHUS U TIOJOKCHHUEM PE30HAHCHOM
JUTMHBI BEPTUKAIBHOTO MUKPOPE30HATOPA).

Llenp HacTosIIel pabOThl — OLIEHKA YCHIIUTEIbHBIX
CBOMCTB aKTUBHBIX o0OnacTei Ha ocHOBe Ing c0Gag 40As/
Ing 53Al020Gag 27AS cBEpXpEIIETOK IPH KOMHATHOU TEM-
neparype (293 K), uto ObII0 pealu30BaHO 3a CUET HCCIIe-
JIOBAHUS TIOPOTOBBIX XapaKTEPUCTHUK IOJIOCKOBBIX JIaze-
POB C aKTUBHOH 00JacCThIO, HICHTUYHOHN MCIONb3yeMOi
B BUJI [16].

3KCHepl/lMeHTaJ'll>Hl>le 06pa3u1>l U METOAbI
HCCJICIOBAHUA XAPAKTEPUCTUK

Jlns mpoBeaeHus dKCIepUMeHTa Oblla BhIpalleHa
TreTepoCTPYKTYpa MOJIOCKOBBIX JIA3€POB METOJIOM MOJIe-
KYIISIpHO-ITYYKOBOW SMUTAKCHU Ha ycTaHOBKe Riber 49.
Cunoii n-amurTepa Ha ocHoBe Ing 50Alp 48As:Si ToMMHOM
200 uM 1 yposHeM jieruposanust 21017 cm—3 chopmuposan
Ha nomyioxkke u3 InP, siernpoBaHHOro cepoii 10 ypoBHs
3-1018 cm 3. AkTuBHAs 00J1aCTh pacIogaraiach MexIy
JBYX BOITHOBOAHBIX cioeB Ing 53Alg20Gag 27As Tommu-
Hoit 100 uMm. Mcnonb3oBaHue CBEPXpEIIETKH Ha OCHOBE
25 nepuonos cinoes Ing 60Gag 40As/Ing 53A1020Gag,27As
¢ TonuuaamMu 0,8 ¥ 2 HM COOTBETCTBEHHO 00€CIEeUYnIo
(oromomunecuennuio npu temrneparype 293 K ¢ nukom
B obsactu 1290 umM. Croii p-amMuTTEpa ¢ CyMMapHOH TOII-
muHoi 1500 M Brittodan tpu cios Ing 5oAlp 48As:C Toi-
wuHoi 500 HM ¢ ypoBHsAMHM JerupoBanus 1-1017 cm—3,
5-1017 ¢m3 m 1-1018 em3 coorBercTBeHHO. KOHTAKTHBIM
cnoif Ing 53Gag 47As:C ¢ Tonmuuoit 150 HM U ypoBHEM
aeruposanus 1-1019 cM3 06pasosan mociie ¢iost SMUTTEPA.

Me3a-cTpyKTypa HOJIOCKOBOTO JIa3epa CO3[jaHa METO-
JIOM JKHIKOCTHOTO TPaBJICHHS C MTOCIEAYIOMUM (hopMHUpo-
BaHUEM OMHUYECKHX KOHTAKTOB I10CJIE YTOHEHHUS TUIACTHHBI.
[IupuHa Mos0CcKoBBIX 1a3epoB coctaBuia 400 MKM, MIHpPU-
Ha oOnactu TokoBoro kourakra — 100 mxwm. [TonockoBble
JIa3ephl C Pa3IMYHOMN JUIMHOW Pe30HaTopa IMOy4eHbl METO-
JIOM PYYHOTO CKaJIBIBAaHHSI 3EPKaJI.

M3MepeHns BBIXOIHBIX XapaKTEPUCTUK MOJIO0CKOBBIX
Ja3epoB (BOJBT- U BaTT-aMIEPHBIX XapaKTEPHUCTHK) IPO-
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BOAWJIMCH B UMITYJIbCHOM PEKUME (ZlJ'II/lTCJ'l])HOCTI) M-
nynsca 300 He, yacToTa moBTOpeHus 4 kI'1) B auamnazo-
e temmneparyp 293-353 K. TToporosbie TOKM U BHEIIHSISI
KBaHTOBasl 3(PEKTUBHOCTD U3MEPSIINCH C UCIIOJIb30BaAHH-
€M KaJarnOpOBaHHOTO TepPMaHUEBOTO (POTOIMOAA OOIBIIOH
mromann (quamerpom 10 Mm). CrieKTpanbHBIC H3MEPCHUS
BBITIOJTHEHBI C TTOMOIMIBIO CIIEKTPO(POTOMETpa Ha OCHOBE
MOHOXPOMATOpa.

Pe3y.]1 bTaThbl U 06cym11e}me

Ha puc. 1, a npencrasieHa 3aBUCUMOCTh 00paTHOM
BHEIIHEH KBAaHTOBOH 3((EKTUBHOCTH J1a3epOB (Teys) OT
00paTHOH BEIWYINHBI TOTEPh HA 3epKaiiax (a,). Bennanna
TNexs OTIPEACIIECHA C YUETOM CIEKTPAIBLHOTO IOJIOKEHUS
MaKCHMyMa CIIEKTpa MHOTOMOJIOBOW TeHepaun (BcTaBKa
K puc. 1, @) 1 TONHOHN KPyTH3HBI BaTT-aMIIEPHON Xapak-
TEPUCTUKU Ja3epa. B pe3ynbrare BBIYUCICHUS MOIYyYCHO
3HAYECHUE Mgy AT TOJOCKOBBIX JIA3€POB ¢ [UIMHOM pe3o-
Hatopa | MM, coctaBuBuiee okono 21 %. IIpoBenena an-
MIPOKCUMAIIHS KCTIEPUMEHTAIBHBIX JIAHHBIX JIJISI TI0JIOCKO-
BBIX JIa3€POB C PA3JIMYHOI JUIMHOM pe30HaTopa Ha OCHOBE
BBIpaKEHUS 1/Meyr = (Oy/0y + 1)/M;, TOE M; — BHYTPEHHSIS
3G PEKTUBHOCTS J1a3epa; O, — IOTEPH B BOJIHOBO/IE.

Omnpenenens! BHyTpeHH:s 3()(HEKTUBHOCTD J1a3epa u
BEJIMYMHA ONTHYECKUX TOTEPh B BOJTHOBOJIE, KOTOPBIE CO-
crasuim 36 % u 8 cm!. Ha puc. 1, b mokasana 3aBHCHMOCTb
TTOPOTOBOM TFIOTHOCTH TOKA ITOJIOCKOBBIX JIA3€POB (jy;) OT Oy,
ITpoBeneHa anmpoKcHMaIus SKCTIIEPUMEHTAIBHBIX TaHHBIX
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Ha O0CHOBE BbIpaxeHus [16]: ji, = ju/Mi-exp((ay + 0)/Gy),
rae G, — BeIMYNHA MOJIAJIBHOTO YCUJICHHUS Ha TIOPOTe F'eHe-
paumys; j,— MIOTHOCTh TOKa Mpo3padyHocTu. OnpeaeneHbl
MOJalbHOE YCUJIEHHE U IUNIOTHOCTh TOKA MPO3PAYHOCTH,
kotopbie coctaiwin 40 cm—! u 650 A/em?2.

B pabote [3] moka3aHo, 4TO HCIIOIB30BaHUE CHIBHO
MEXaHUYeCKU-HanpshKeHHbIX Ing 74Alp16Gag,10As kBaH-
TOBBIX SIM (CTETIEHb PACCOTIIACOBAHMUS KBAHTOBHIX SIM IIO
MIOCTOSIHHON KPUCTAJUIMYECKON PELIETKH ¢ MaTepUaioM
MOITTOKKH cocTaBmia 1,4 %) mMo3BoIIIO peaan30BaTh MO-
JaJIbHOE YCUIIEHHE OKOJIO 43 cM |, BeM4yuHy 110THOCTH
TOKa TPO3padyHOCTU Ha ypoBHe 680 A/cM2 pu BeIMYKHE
ONTHUYECKUX TIOTEPHL B BOJIHOBOAE 0Koyo 8 cM~! [3]. Ha
puc. 1, b mpuBeIEeHO COMOCTaBICHHE MOJIAJIHLHOTO YCH-
JICHUS! OT YPOBHS TOKOBOM HakaykH (Ha OCHOBE BbIpax<e-
Hust G = G(In(myj/j,)) M HCCASIOBAHHBIX MOJIOCKOBBIX
Ja3epoB C aKTHBHOM 0OJIACTHIO HA OCHOBE CBEPXpEIICT-
KU C pe3yibTaTaMH, IPeACTAaBICHHBIMHU B pabote [3].
CpaBHEHHE MOTYICHHBIX B HACTOSIIECH paboTe MOPOTOBBIX
XapaKTEePUCTHK JIA3€POB C pe3yabTaTaMH, MOTYICHHBI-
MU JUTS TIOJIOCKOBBIX JIa3epOB CHEKTPAIBHOTO THama30Ha
1300 HM c akTUBHOI oOnacTeio Ha ocHoBe InAlGaAs—InP
KBAaHTOBBIX 5IM [3], MOKa3amno, YTO MCIOIB30BAHUE CHITHHO
MexaHu4decKu-HanpsokeHHbIX InAlGaAs—InP kBaHTOBBIX
SIM TIO3BOJISIET MTOBBICUTH BEJIMYMHY U (EpeHIHaIbHOro
YCUJICHUS.

IIpoBeneHs! UCCIEIOBAHUS XapPAKTEPUCTHUECKUX TEM-
neparyp 7o 1 71 NOJOCKOBBIX Ja3€pOB C JUIMHOM pe3oHaTopa
1 MM B 3aBHCUMOCTH OT TeMIepaTypsl (puc. 2). Bennunna

b

4o — ]
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"""" [3] ]
T I o
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) - [3] 11
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Puc. 1. 3aBucumocty 006paTHON KBaHTOBOH 3 ()EKTUBHOCTH OT 0OPATHBIX ONTHYECKUX OTEPb HA 3epKaiax U INIOTHOCTH
TIOPOTOBOI0 TOKA OT YPOBHSI ONTHUECKHUX MOTEPh HA 3epkanax. Ha BcTaBke mpuBeaeHa 3aBUCHMOCTD IJIMHBI BOJHBI (A) Ta3epHON
TeHEepaIiX B 3aBUCUMOCTH OT JUIMHBI Pe30HaTopa (). 3Ha4eHHsI MOAATBEHOTO YCHICHHS B 3aBUCHMOCTHU OT BEJIWYMHBI INIOTHOCTH

MIOPOTOBOTO TOKA, MOIyYESHHbIE SKCIIEPUMEHTAIBHO (CHHUE TOUYKH), C Pe3ylIbTaTaM1 allPOKCUMAINN (CIUIONIHAS TUHHSA) U PE3yIbTaT
aNmpOKCHMAaIUH JJIs HOPOTOBBIX XapaKTEPUCTHUK MOJIOCKOBEIX J1a3epoB ¢ InAlGaAs-InP kBantoBeiMu siMamu [3] (IyHKTHpHAS
kpuBast). Ha BcTaBke IprBe/IeHbI 3HAaYEHMS IEPBOI MPon3BoAHOH G(jy;) B 3aBHCUMOCTH OT ITOPOTOBOIT INIOTHOCTH TOKa (b)

Fig. 1. The dependence of the inverse quantum efficiency vs. the inverse optical losses on the mirrors, and the dependence of the
threshold current density vs. the level of optical losses on the mirrors. The insert demonstrates dependance of the lasing wavelength
(M) vs. cavity length (a). The values of the modal gain depending from the threshold current density obtained experimentally along
with the approximation results (solid line). The dotted curve is the result of the approximation for the threshold characteristics of
injection lasers with InAlGaAs-InP quantum wells, presented in [3]. The insert demonstrates the values of the first derivative of the
G(j) vs. threshold current density (b)
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Puc. 2. 3aBHCUMOCTB IIOTHOCTHU TIOPOTOBOTO TOKA (fy7,)

Y BHEUIHEH KBAHTOBOW 3()(hEKTHBHOCTH (1)¢y/) TOJIOCKOBOTO
Jasepa ¢ JUIMHON pe3oHartopa 1 MM oT Temiieparypsl. Ha
BCTaBKE MPHUBE/ICHA 3aBUCHMOCTD JUTHHBI BOJIHBI JIA3EPHOIT
resepanuum B 3aBUCMMOCTH OT TEMIIEPATYPhI
Fig. 2. Temperature dependences of the threshold current
density (j;,) and the external quantum efficiency (1) of an
injection laser with a resonator length of 1 mm. The insert
shows dependence of the lasing wavelength vs. temperature

XapaKTepUCTUYECKOH TemIieparypsl 7, onpeesseMast 1o
9KCIIOHEHIIMAIEHOMY POCTY IUIOTHOCTH TIOPOTOBOTO TOKa
¢ remmneparypoit (i, = jo-exp(7/Tp) [19]), cocraBmna 60 K
B nuamnazone temneparyp 293-318 K. danpHeliee no-
BEIIICHUE TEMIIEPATyPHI MPUBEIO K M3MECHEHUIO HAKIOHA
3aBucumocTt In(j;(7)). XapakrepucTuaeckas TeMIepa-
Typa T}, ompeaenseMast 1Mo SKCIIOHEHIIHATFHOMY CTaay
BHEIIHEH KBAHTOBOH 3()(PEKTUBHOCTH C TeMIEepaTypoit
(Mext = Moexp(=7/T7) [19]), cocraBuia 87 K B auanaszone
temneparyp 293-313 K. B pab6ote [3] mokasaHo, 4T0 mjist
TIOJIOCKOBBIX JIa3€POB CHEKTpaibHOro Auamnazona 1300 HM ¢
aKTUBHOH 00macThio Ha ocHOBE InAlGaAs-InP kBaHTOBBIX
SIM 3HAUEHHsI XapakTepucTunieckux remmeparyp 7o u 7
coctasmsitor 81 K u 340 K [3].

BrInonHeHHast OlleHKa HEPTreTHYECKOTO MOI0KEHUS
MHHH30HBI B HCCIIEIOBAHHON CBEpXpeEIIeTKEe Ha OCHOBE
MeTo/1a, OITMCaHHOTO B padore [20], mokasaia, 9To HIKHSSA
TpaHHUIla MUHHU30HBI pacronoxeHa Ha 89 M3B, a Bepx-
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Hsist — Ha 23 M3B HUXe MOoJI0XKeHUsT OapbepPHOTO CIIOS
Ing 53Al0,20Gap 27As. IIpu 3TOM OLlEHKA MOJIOXKEHUS TIEK-
TPOHHBIX ypoBHEH 11 Ing 74Alg 16Gag,10AS KBaHTOBBIX
AM TOJIILUHON 5 HM, pa3neneHHbIX Ings50Alp32Gag 16As
6apbepamu TomuHON 10 HM [3], MOKa3bIBaET, YTO B 30HE
MIPOBOIMMOCTH HAOIIOAeTCsI IBa DIEKTPOHHBIX YPOB-
HS, PaCIOJIOKCHHBIX Ha SHEPTEeTUYCCKUX PACCTOSHUIX
B 45 u 270 M3B OTHOCHTENHHO TMOIIOKEHUS 0apHEPHOTO
ciost. Takum 00pa3oM, MOJKHO CIeNaTh BBIBOJ O TOM, YTO
3HAYUTENIbHBIN TEMJIOBON BHIOPOC HOCHTENEH 3apsaa s
HCCIICIOBAHHOM KOHCTPYKIIMU CBEPXPEIICTKH OTPeeNsieT
MEHBIIINE 3HAYCHUS XapaKTePUCTUCTUIECKON TeMITepaTyphbl
Ty B CpaBHEHHH C pe3yJIbTaTaMU JUIsl aKTUBHBIX 00JacTel
Ha OCHOBE «TOJICTHIX» InAlGaAs KBaHTOBBIX sSIM, B KOTO-
PBIX DJIEKTPOHHBIE YPOBHU PACIIOJIOKEHBI HA 3HAUUTEIb-
HOM YJIaJICHHU OT IOJIOKEeHUs 6apbepa. B cBoro ouepens,
OompIIe 3HAYCHUS XapaKTCPUCTUUCCKON TEMITepaTyphl
Ty, mpogemoncTpupoBanusie 1 InAlGaAs-InP kBan-
TOBBIX 5IM, IPEUMYIIECTBEHHO OIPEICIIIOTCS HATHIHEM
JIOTIONTHUTETBHBIX OTPAHNYMBAOIIHIX CIIOCB B KOHCTPYKIHN
BOJTHOBOMA [3], KOTOPBIE HE HCHONB3YIOTCS TIPH GOPMUPO-
BaHUM MHUKpope3oHaropa BUJL.

3akiaouenne

[IpoBeneHa omeHKa YCHUITUTEITHHBIX CBOUCTB aKTUBHBIX
obnacTell Ha OCHOBE In0,60G30’40AS/In0,53A10,20Ga(),27AS
CBEpPXpEMEeTOK MpH KOMHATHOW TemmepaTtype 293 K.
IToka3aHo, 94TO HCIIONB30BAHNE TAaHHBIX CBEPXPEIIETOK C
HU3KOM CTENEHBIO PACCOMIACOBAHHUS 110 MOCTOSHHON KpH-
cramndeckor pemetku ciaoeB InGaAs (mopsnaka 0,5 %)
OTHOCHUTEJIBHO MaTepuaja MOIOKKH 00eCIeurBaeT MO-
JlaJibHOE YCUJIEHHE, TUIOTHOCTh TOKa MPO3PAYHOCTH U Be-
JIMYUHY BHYTPCHHUX ONTHUYCCKUX ITOTEPbh, COMTOCTABUMBIC
C aHAJIOTMYHBIMH TOPOTOBBIMHU XapaKTCPUCTHKAMHU, MOy~
YEHHBIMH IS [IOJIOCKOBBIX J1a3€pOB HAa OCHOBE CHIIBHO Me-
XaHUYEeCKU-HAIPsDKEHHBIX Ing 74Al0,16Gag,10AS KBAaHTOBBIX
sM (CcTeTeHb paccornacoBanust mopsnaka 1,4 %) [3]. C yue-
TOM TOTO, YTO YaCTOTa MaJIOCUTHAJIHFHON MOIYJISIIHA BEp-
TUKAJTBHO-U3TYYAIOIINX Ja3ePOB MPSIMO MPOTIOPIIHOHATB-
Ha audepeHInaTIbHOMY YCHICHUIO, a TeMIIepaTypHas
CTAaOMIBHOCTD J1a3epa ONpenesieTCs] MPEUMYIIeCTBEHHO
Ha10apbEPHBIM BEIOPOCOM HOCHUTEIICH 3apsiia, aTbHCHIIe
HCCIIeIOBaHUs OyIyT HAMPaBICHBI HAa CO3/[AHNC AKTUBHBIX
o0JacTeil Ha OCHOBE CHJIBHO MEXaHHYCCKU-HAIPSIKCHHBIX
CBEPXPEIIETOK.
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AHHOTALUA

BBenenue. OnHOIM U3 MIaBHBIX 3a]a4 IOBEJIUPHON MPOMBINIIEHHOCTHU SIBJISETCS NPUJAHHUE DCTETUYHOTO U
Xy/I0’KECTBEHHOTO BHJIA M3/IEIINI0. DTO MOXKET JOCTUTAThCS ITyTeM M3MEHEeHHs ero IBeta. [lepcrekTHBHBIM CrIocoO0M
OKpAIINBaHUs APArOLEHHBIX METAJUIOB SIBJSIETCS OJHOJTAIHBIN J1a3epHBIl METOl (GOPMUPOBAHHS HAHOCTPYKTYP
C TJIa3MOHHBIMH cBOMcTBaMK. OJIHAKO CETOJHS OCTAETCsl HEPEIICHHOHW mpodiieMa HeJI0CTaTOYHOTO TOHUMAaHMUSI
MexaHu3Ma GpOPMUPOBAHMS [[BETHBIX MOKPBITHN. [IOBEpXHOCTHBIE CTPYKTYpPbl OOBIYHO PaCCMaTPUBAIOTCS Kak HabOp
OTAETBHBIX CPepUIeCcKUX HAaHOUACTHL. /7 MOIHOTO MOHUMAaHHS MPOUCXOISAIINX (QU3UKO-XUMHYECKUX TPOLIECCOB
HEOOXOAMMO paccMaTpUBaTh HAHOYACTHIIBI B COBOKYITHOCTH KaK arlioMepaThl HAHOYACTHUI] Ha TIOBEPXHOCTH. MeToAbl 1
MaTepuaJbl. J{J1s1 HccrenoBaHms BEIOpaH IIOCKOIApauIeNIbHBII 00paserr cepedpa 999,9 roenmmpHoii mpoosr. O6padoTka
TIOBEPXHOCTH cepedpa MPOBOAMIACH C IIOMOIIBIO JIA3EPHOTO KOMIUIEKCa Ha 0a3e UTTepOMeBOro BOJIOKOHHOTO J1azepa
(000 «Jlazepnsrit Llentp», Cankr-IlerepOypr, Poccust) ¢ HAaHOCEKYHIHON NITUTEILHOCTHEO UMITYIBCOB METOIOM
MOCTPOYHOTO CKAHMPOBAHHS 0 OJTHOM U JIBYM OCSIM C(OKYCHPOBAHHBIM JIA3EPHBIM ITy4KOM JUaMeTpoM dp = 50 MKM.
Jlnst xapakTepu3aluuy NOBEPXHOCTH cepedpa 10 U MOoCIe Ja3epHOro BO3ACHCTBHUSA UCIONb30BaHbl ONTHYECKAs U
CKaHMpYIOLIas 3JIeKTPOHHasT MUKpocKonui. OCHOBHBbIE pe3yJbTaThl. VccienoBaHo BIMSHUE YHEPTUU B UMITYJIbCE
W 4acTOTHI CJIEJOBAaHHS MMITYIbCOB Ha ONTHYECKHE CBOICTBA MOBEPXHOCTH cepedpa. [IponmemoHcTprpoBan mpouecc
TeHEPUPOBAHUSA JIa3epPHO-MOIH(DUIIMPOBAHHBIX TIOBEPXHOCTHBIX HAHOCTPYKTYD, XapaKTep X U3MEHEHUS P Iepexoie
OT CKaHMPOBAHHUS 110 OJJHOI OCH K TIOCTPOYHOMY CKaHHpoBaHHIO. [Ioka3aHO, 4TO M3MEHEHHE pelibeda TOBEPXHOCTH
HaOJTIONaeTCs ¥ BHE HEIOCPEICTBEHHO 30HEI 00paboTki. OTMEUCHO HEPaBHOMEPHOE pacpeie/ieHHe HAaHOCTPYKTYPHBIX
2JIEMEHTOB I10 TIOBEPXHOCTH 00padaTbiBaeMoil 00JIacTH, YTO MPUBOAMUT K HEPABHOMEPHOCTH HAOIIOAAEMOro IBEeTa
MOBEPXHOCTHU Ha MUKpOypoBHe. O0cy:xkaeHne. Ha ocHOBaHMM aHa/IN3a MOIY4YEHHBIX JAHHBIX MPEAJIOKEHA THIIOTE3a
(dbopmupoBanus HaHOCTPYKTYp. [Ipu Bo3neiicTBUM J1a3epHOTo M3JIy4YeHHs Ha MOBEPXHOCTH cepedpa M3HadaIbHO
(bopMHPYIOTCs OT/IeNIbHBIE HAHOYACTHUIIBI IIApo0Opa3Hoii GpopMbl. Jlanee nMpu yBeTHYSHHN TeMIepaTypbl KOHIIEHTPALHS
HAHOYACTHI] 3HAYUTETBHO BO3PACTACT, YTO MPUBOAUT K UX CIMSHHUIO U 00Pa30BaHMIO U3 aITIOMEPHPOBAHHBIX HAHOYACTHI]
HEKOTOPBIX KJIACTEPOB HETIPABIIIBHOH (hopMbl. [lomydeHHbIe HOBBIE TaHHBIE O Iporecce (GopMUPOBaHUS TTOBEPXHOCTHBIX
HaHOCTPYKTYP TO3BOJISIOT PACIIUPUTh TOHUMAHUE MPOUCXOSIINX MPOIECCOB, & TAKXKe MMOKa3bIBAIOT BO3MOKHOCTh
MIPUMEHEHNsT MEeTO/1a MPSIMOTO JIa3ePHOTO OKPAIINBAHUS cepedpa B I0BEIUPHOIT MPOMBIIUICHHOCTH.
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M3MeHeHre OnTUYeCcKnx CBOMCTB MOBEPXHOCTN cepebpa 3a CYeT N1a3epHOro CTPYKTYPUPOBAHUS

Change of optical properties of silver surface due to laser structuring
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Abstract

One of the main goals of jewelry is to give the product an aesthetic and artistic look. This can be achieved by changing
its color. The promising methods of precious metal coloration is a one-step laser method of forming nanostructures with
plasmonic properties. However, the lack of understanding of the mechanism of formation of color coatings remains an
unresolved problem today. Surface structures are usually considered as a set of individual spherical nanoparticles. But
to fully understand the physicochemical processes taking place, it is necessary to consider nanoparticles in aggregate
as agglomerates of these nanoparticles on the surface. The silver samples of 99.99 % purity were selected for the study.
Laser exposure was carried out in air using a system based on an ytterbium fiber laser with nanosecond pulse duration.
The silver surface was processed by line-by-line scanning along one and two axes with a focused laser beam with the
diameter dp = 50 um. Optical and scanning electron microscopy were used to characterize the silver surface before and
after laser treatment. In this work, the effect of some laser exposure parameters, such as laser pulse energy and pulse
repetition rate, on the optical properties of silver surface were investigated. The focus of this work is on generated
laser-modified surface nanostructures and the character of their change when going from single axis scanning to line
scanning. It is shown that surface topography changes are also observed in the region outside the immediate treatment
zone. The uneven distribution of nanostructural elements on the surface of the treated area is registered, which causes
the irregularity of the observed surface color at the microlevel. Based on the analysis of the obtained data, a hypothesis
of nanostructure formation is proposed. Under laser exposure, individual spherical-shaped nanoparticles are initially
formed on the silver surface. Then with increasing temperature their concentration increases significantly. This leads to
their adhesion and formation of irregularly shaped clusters of agglomerated nanoparticles. The obtained new data on the
process of formation of surface nanostructures allow us to expand the understanding of the ongoing processes, as well

as to approach the integration of the method of direct laser coloring of silver in the jewelry industry.
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BBenenue

DopMHUPOBAHUE HAHOCTPYKTYP C TUIa3MOHHBIMH CBOK-
CTBaMH Ha TIOBEPXHOCTH IPATOLIEHHBIX METAIIIOB SIBISIETCS
MIEPCIEKTUBHBIM METOJOM UX OKpamBaHus. CpaBHEHUE
Pa3IUUHBIX TTOJXO0B K M3MEHEHHUIO [[BETa MIOBEPXHOCTH
METaJIJIOB T10 IISITH KJIIOYEBBIM MapameTpam (SpKOCTh LBe-
Ta, HE3aBUCUMOCTD OT yIJIa HAaKJIOHA, 0JTOBEYHOCTD, TEX-
HOJIOTHYHOCTB U JTIOCTHKMMOE MPOCTPAHCTBEHHOE pa3pe-
LIIEHHE) [TOKA3bIBACT, YTO IOJX0JI, PEaIM30BaHHbII 3a CUeT
HCIIOJIb30BAHMS MJIA3MOHHBIX CBOWCTB MOBEPXHOCTHBIX
HAHOCTPYKTYP, TIPH JI0CTaTOYHON yCTOHYNBOCTH, CIIOCO-
O€H COCTaBUTh KOHKYPEHIIHIO CYIIECTBYIOIIUM METOJaM
OKpaIIMBaHHs Ha OCHOBE IIUTMEHTOB [1].

V3meHeHne 1BeTa MOBEPXHOCTH IPATOIEHHBIX METal-
JIOB IyTEM HCTIOIb30BaHMS IIA3MOHHBIX 3((EKTOB Mpea-
CTaBJICHO B HAy4YHBIX paboTrax [2]. MeTombl N3rOTOBICHUS
LBETHBIX MOKPBITUH TaK)Ke BapUAaTHUBHBI: Jla3epHasi MH-
Tepdepennnonnas gutorpadus [3], aneKTpoHHO-TyYeBast
srorpadus [4], nonHo-yueas surorpadust [S], murorpa-
¢ust HanonmmnpunTa [3] 1 1p. Mcrnons3oBaHue Takux Me-
TOJIOB SIBJISIETCSI CIIOKHOM 3aj1aueil, Tak Kak TpeOyeT MHOTO
BPEMEHH U MOIpa3yMeBacT MHOTOATAIIHYIO 00paboTKYy.

W3BecTeH 0HOATAMHBIA CIIOCOO MOJNyYEHHsI HAHO-
CTPYKTYp Ha METAJUINYECKUX IOBEPXHOCTIX C LEIBIO
OKpAIIMBAHMS C TIOMOIIIO JTa3€PHOTO N3TyUEHHs TTHKOCE-

KyHIHOW JIUTEIHHOCTH UMIYIbCoB [6, 7]. HemocTaTkom
9TON TEXHOJOTUHU SIBIISICTCS] CIIOKHOCTh €€ BHEAPCHUS B
MIPOMBIIITICHHOCTh BBU/TY BBICOKOH CTOMMOCTH MCIOJb3Y-
€MOro Jla3epa MUKOCEKYHIHON ATTUTEIbHOCTH UMITYJIbCOB,
YTO HECOBMECTHUMO C TPEOOBAHHUSIMHU HEJIOPOrOr0 Macco-
BOT'O IIPOMU3BOACTBA.

B pabotax [8, 9] moka3aH OIHOITAITHBI METOJ CO3/1a-
HUSI IBETHBIX TIOKPBITHI M3 HAHOYACTHUI] C TIJIa3MOHHBIMH
CBOICTBaMH C HCIIOJB30BAHUEM JIa3€PHOI0 UCTOYHHKA
HAHOCEKYHIHOH JIUTENBHOCTH UMITYJIbCOB, KOTOPBIH SIB-
asiercst Oosree MPOMBIIICHHO AOCTyNHBIM. McenenoBannus
MOKa3bIBAIOT, YTO HAHOCEKYHIHBIN J1a3epHbIH HCTOYHHUK
CIMOCOOEH COCTAaBUTh KOHKYPEHIIUIO HCTOUHHUKAM C YIIbTpa-
KOPOTKOH JUTUTEIbHOCTBIO UMITYJIbCA.

[Tonumanue mexanuzma GpOpMUPOBAHHUS I[BETA —
BAJKHBIM aCIEKT U3y4yeHHUs NaHHOU TexHonoruu. [locie
JIa3€pHOTO BO3/ICHCTBUS HA MOBEPXHOCTH HAOIIOAI0TCS
XA0THYECKHU PACIONI0KEHHbIE HAHOYACTHUIIBI PA3JINIHOIO
pa3mepa. CunTaercs, 4To 00pa3oBaHUE ITUX HAHOYACTHUI]
MIPOMCXOJIUT B PE3yNbTaTe COUCTaHMs TEIUIOBBIX Y Qek-
TOB U TIOBTOPHOTO OCAXJIEHHUS YaCTHII TOCIe Ja3epHOi
a6mstmu [ 10, 11]. [TrasmMonHBIH 3 (deKT yrroMrHaeTCs KaK
MEXaHH3M, JICKAIII B OCHOBE IOTydeHHS I1BeTa [6, 12].

Panee B ncciae10BaHMAX 10 M3YUEHHIO MEXaHU3MOB
(hopMHUpOBaHMSA I[BETA MOBEPXHOCTHBIE CTPYKTYPHI pac-
CMaTpUBAJIMCH KaK OT/ENIbHbIC CePUUECKHE HAHOUACTHIIbI,
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A.A. Mopo3osa, Y.A. KanyctuHa, A.C. JlytownHa, IB. PomaHoBa

OAHAKO IJId IMOJIHOTO MOHUMAHUA MPOUCXOAAIIUX IIPO-
LIECCOB HEOOXOIMMO pacCMaTpHBaTh UX B COBOKYITHOCTH,
TaK KaK Ha IMOBEPXHOCTH 00pa3yloTCsl arsioMeparbl ATHX
HaHOYACTHII.

Takxe HEOOXOMMO OTIPE/ICIIUTD BIUSIHUE TApaMETPOB
J1a3epHOTr0 BO3ICIHCTBHS Ha ONTHYESCKUE CBOMCTBA ITOBEPX-
HOCTH cepedpa (Ag) M COOTHECTH PErHCTPUPYEMBIC U3-
MEHEHHS ¢ MoAM(puKannueldr MophoIOTHH TOBEPXHOCTH.
JlanHoe rccienoBanne CrocoOHO MPUOIN3UTE paccMaTph-
BaeMYIO TEXHOJIOTHIO K HHTETPUPOBAHHIO B IOBEIHPHYIO
MMPOMBITIJIECHHOCTb.

MaTepnamﬂ H METOAbI

B HacTosmielr paboTe BBIOpaH ILIOCKOMApaIeThb-
HEBIH oOpaszenr Ag 999.9 roBenmupHON MPoOBI pazMepoM
3,5 X 2 MM u TonmuHOM 7,8 MM. Mcmonab30Banne MeTaia
0e3 mpumMecei JErupyOUUX 3JIEMEHTOB IT03BOJISIET UC-
KITIOUUTH BKJIAJ JISTHPYIOIINX N00aBOK, HAIIPUMEP MEIH,
KOTOpasi aKTUBHEE BCTYNAET B PEAKIMIO OKHCICHUS MPHU
B3aUMOZCHCTBUY C JIA3EPHBIM U3JIyYEHUEM B BO3IYIIHOU
cpeze.

Jlazepnast 00paboTka rmoBepxHocTn Ag ¢ nenbio Qop-
MHUPOBAHMS HA €r0 IOBEPXHOCTH HAHOCTPYKTYP C IJIa3MOH-
HBIMHU CBOWCTBAMH ITPOBOAMIACH C IIOMOIIBIO Ja3epHOTo
KkoMIutekca «MuauMapkep-2» (OO0 «Jla3epHBIit TICHTPY,
Cankr-IlerepOypr, Poccust) Ha 6a3e IMITyIBCHOTO UTTEPOU-
€BOTO BOJIOKOHHOTO Jla3epa. Br1Oop na3zepHOro ncTouHmKa
00ycI1aBIMBaeTCs JOCTATOYHBIM MOIJIOMIEHHEM BBIOpaH-
HOTO MeTaJIa Ui paOodeil JIIMHBI BOJIHBI J1a3€pa, a TaKKe
KOMMEPUECKOH TOCTYITHOCTBIO YCTAHOBKH B CPABHEHHUH C
MUKO- U EMTOCEKYH/THBIMHU JIa3€PHBIMH UCTOUHUKAMHU.
O0paboTka MOBEPXHOCTU Ag MPOU3BOIUIACH METOIOM T10-
CTPOYHOTO CKaHUPOBAHMS 11O OJTHOM (EAMHUYHBIC JIMHUH)
1 JIBYM OCSIM (KBaJpaTHble 00nacTH) choKyCHpOBaHHBIM
Ja3epHBIM ITyYKOM ¢ auamerpoM do = 50 mxm. Takum 00-
pa3oMm, ObUIN CO3IaHBI €AMHUYHbIC JIMHUH TIPH UCIIOJIB30-
BAaHWH PEXHMMOB JIA3EPHOTO BO3JICHCTBHUS C BAPUATHBHBIMH
3HAYEHUSAMH dHepruu B uMmmynbee ot 0,096 mo 0,92 mx
py (PUKCUPOBAHHOM 3HAUCHUN CKOPOCTH MEPEMEIICHUS
nazepHoro my4ka. O6IacTH, OIyYeHHBIE C TIOMOIIBIO CKa-
HHUPOBAHMSA 10 IBYM OCSIM, 00pa30BaHbI IIyTeM Bapualnuu
YacTOTHI CIIEJ0BAHUSI UMITYJILCOB NMPHU (PUKCHPOBAHHOM
3HaueHUH 3Heprun B ummnyisce 0,1 MJ/[x u paccrosHun
MEXTY UMITyJIbcaMu 20 MKM.

Jlis neTeKTUpoBaHUA U3MEHEHHON MOBEPXHOCTH HUC-
TIOJTB30BAJICST ONTHYECKUH MUKpOCKoI Zeiss Axio Imager
A1M B pexume orpaxkeHus. C NOMOIIbIO MUKPOCKO-
na-criekrpoporomerpa JJIOMO MCOV-K u cnexrpodo-
tomeTpa CD-56 OBIITN MOTYYCHBI CIEKTPHI OTPAKCHUS
MOIU(HUIMPOBAHHBIX MTOBEPXHOCTEH Ag Ha MHKPO- M Ma-
KpoypoBHAX B auana3one 360-900 um. M3yuenune mopdo-
JIOTUH ¥ 3JIEMEHTHOTO COCTaBOB HAHOCTPYKTYPHUPOBAHHBIX
TIOBEPXHOCTEH NPOBOAMIOCH C MOMOIIBIO CKAHUPYIOIIETO
AIeKTpOHHOTo MHKpockomna (COM) ZeissMerlin.

JlazepHblii cHHTe3 Ia3MOHHBIX HAHOCTPYKTYP NpH
CKAHNPOBAHHNH 10 OJHOII KOOPAUHATHOII ocH

PaccmarpuBaeMblil METOA MPSIMOIO JIA3€PHOTO OKpa-
mMBaHUSI Ag OCHOBBIBAETCS Ha HAarpeBe MOBEPXHOCTH

MeTaJula BbllIe TeMneparypsl kunenus. [log neiictBuem
THJPOJMHAMUYECKUX CHJI U JABJICHHS 11apOB MCHApEHHS
MOBEPXHOCTh Marepuaina aedopmupyercs. Takxe ucra-
psieMBIii MaTepHai B BUJE MOJICKYJ, aTOMOB U HOHOB pa3-
JIeTaeTcsl 3a TMpeieNbl 30HbI 00pa0OTKH, IPU ITOM YacTh
MOJIEKYJI B pe3yJbTare KOHJCHCAIIMN OCAKIAETCS B BHJE
HaHO4YaCTHI, (POPMHPYs HAaHOpebe( MOBEpXHOCTH. B naH-
HOM HCCJIEIOBAaHUH HAaHOOJBIINA HHTEPEC MPEACTABIAET
HMMEHHO HaHOpenbe(, KOTOPHI MOKET 00IaaaTh IIa3MOH-
HBIMU CBOMCTBAMHU.

SIBNeHNe TIa3MOHHOTO PE30HAaHCAa OCHOBBIBACTCS HA
TOM, YTO B3aUMOJEUCTBUE CBETA ONPEACICHHOMN IJINHbI
BOJIHBI C METAJNINYECKOM HAaHOYACTULEH Ha IPaHULE pas3-
Jiena MEeXJly METaJIOM U JUAJICKTPUKOM BBI3BIBAET KOJ-
JIEKTUBHOE BO30YKICHHE JIEKTPOHOB MPOBOJUMOCTH B
METaJUINYECKUX HAaHOCTPYKTypax. B pesymnbrare 3Toro
(hopMupyeTcs y3Knii MUK OTPpaKEHHsI B BUIUMOM CIIEKTpE,
4TO M o0yciaBnuBaeT oOpazoBanue 1BeTa. [11a3MoHHBIMI
cBoiicTBaMM 001a1a10T c(hepuuecKre HAaHOYACTHIIBI pa3Me-
pamu 1o 100 am [13, 14].

[TepBuuHO A71sT aHATU3a BEIOPAHBI PEXKUMBI JIA3EPHOTO
BO3JICHCTBYSI, 00ECIIEUNBAIOIINE CKAHUPOBAHKE JIA3EPHO-
TO IMydYKa M0 OJHOW KOOPAMHATHOW OCH. DTO TO3BOJIHIIO
MOJYYHTh JOMIOJHUTENbHBIE JaHHbBIE O MPOIEeCCe CHHTE3a
JUTS TIOCTIEYIONIeH KOPPeNALuu Pe3ybTaToOB C JAHHBIMU
MOCJIe CKAaHUPOBAHUS 1O JABYM OCSAM. DKCIEPUMEHTAIBHO
M0JI00PaHbl PEKUMBI JIA3€PHOTO BO3AEHCTBUS, KOTOPHIE
o0ecreunBaloT MHUIKALNIO TPOIiecca JIa3epHOTO CHHTE3a
B Pa3HOH CTETICHH.

Pexxum 1. HauanbHblil npoliecc U3MEHEHUS! LBETA 110-
BEPXHOCTH HA MUKpOypoBHe (puc. 1, a).

PesxuMm 2. AKTHBHBIN CHHTE3 HaHOYACTHII (pHC. 1, ¢).

Pexxum 3. IleperpeB oO6pabaTbiBaeMOil MOBEPXHO-
cTH ¢ 00pa30BaHUEM CHIIBHO MOMIOLIAIOIINX CTPYKTYP
(puc. 1, e).

J1ist BBIOpaHHBIX PEKUMOB MOJIY4YCHBI MUKPO(hOTOrpa-
(huu nmoBepxHOCTH Ag TOCIE JIa3epHOTO BO3ACHCTBUS U
COM-CHUMKH ero moBepxHocTH (puc. 1).

BusyanbHo M3MeHeHue [[BeTa IIOBEPXHOCTH Ag 1 KOH-
Tpacta Ha COM-cHUMKax c()OPMHUPOBAHHBIX KaHABOK
CBHUJICTEJIBCTBYET 00 M3MEHEHUH pelibeda MOBEPXHOCTH
B o0iacTu 3a mpeneisamMu 30HbI 00paOOTKH U TO3BOJIS-
€T ONpEeNeIUTh PauyC pasiieTa HaHOYACTHL. Tak, 1is
pexmma 1 pasneT coctaBmi mpubmu3uTensHo 140 MKM,
st pesknma 2 — 370 MM, s pexuma 3 — 730 MKM.
COM-cHUMKH 0b0JacTel, MOTYyUYeHHBIX HA PACCTOSTHUHU
30-100 mxMm ot kpast kaHaBk# (puc. 1, b, d, f), Takxe nos-
TBEPXKJIAIOT U3MEHEeHHe peibeda 3a cueT POpPMUPOBAHUS
Ha MOBEPXHOCTH Ag HAaHOCTPYKTYP.

Haubounpmnii mHTEpEC ISl U3yUYEHUs TIPEACTABISET
PEKHUM 2, TaK KaK OH ITO3BOJISIET ONPEACIUTh (PU3NIeCKHe
1 XUMHUYECKHE U3MEHEHHS TOBEPXHOCTH Ag B pPe3yibTare
JIa3epHOI 00padOTKH, HEOOXOMUMEBIC JIJIsi TOHUMAHUS MeXa-
HHU3Ma 00pa3oBaHus BeTa. BusyaabHO 30HY BO3/IEHCTBUS
MOYXHO OXapaKTepH30BaTh TpeMs oOmacTsMu (puc. 2): 00-
nmacTh | (KaHaBKa) HEMOCPEACTBEHHOTO Ja3epHOTO BO3-
JeHCcTBUsA; 00MacTh 2 — KOHTpacTHas 00IacTh cpasy 3a
npeaeraMu KaHaBKU U 00macTu 3—8 — ¢ TpaiueHTHBIM
M3MEHEHNEM IIBETa.

Jluist BBIOpaHHbIX obiacreil noiaydensl COM-CHUMKH
nosepxHocTH (puc. 3). I[lo nanapiM COM-CHUMKOB B 00-
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200 MkM

Puc. 1. Muxpodotorpapun 1 COM-CHIMKH HOBEPXHOCTH
cepelpa rociie J1a3epHOro BO3ACHCTBUS I 3HAYCHUIT SHEPrUU
B ummynbce: 0,096 Mk (a, b); 0,26 M1k (¢, d); 0,92 M1k (e, f)
Fig. 1. Micrographs and SEM images of the silver surface after

laser exposure for pulse energy values: 0.096 mJ (a, b);
0.26 mJ (¢, d); 0.92 mJ (e, f)

nactu 1 Habmomaercs penabed), MPeacTaBsIONIi co00i
pe3ynbTaT ABIKCHUS Macc paciuiaBa Ag Mpu Ta3epHOM
Harpese. DIIEMEHThI paciijiaBa PABHOMEPHO TOKPHITHI Ha-

100 MM

HOCTPYKTYPHBIMH dJieMeHTaMu. B obnactu 2 mopdosorust
c(hopMHpOBaHa 3aCTHIBILIMMH KaIUIIMH a0JIMPyeMOro mMare-
puana, KOTOpbIe TaK)Ke PaBHOMEPHO MOKPHITHI HAHOCTPYK-
TypHBIMH 251eMeHTamu. O0nactu 3—8 npeacTaBisioT co00it
HAaHOCTPYKTYPHUPOBAHHYIO ITOBEPXHOCTb, COCTOSIIIYIO M3
anIOMEpPHPOBAHHBIX HaHOYACTHI. B obmactu 3 cpenuuii
pasmep arjomMepara HaHOYACTHUI] MEHBIIETO pa3Mepa co-
craBisgeT 50 HM. Pa3mep cTpykTyp, cHhOPMUPOBAHHBEIX B
pe3ynbTaTe arioMepanuy HAaHOYaCTHIL, yMEHBIIIACTCSI K 00-
nactu 5. Ot obnactu 6 k 001acTH § 3aMETHO YMEHBIIIASTCS
pa3Mep HaHOYACTHII, a TAKXKe UX KOHUEHTpanus. CHUMOK
JUIsl HeoOpaboTaHHOro Ag ObLT caeaH it 00JacTH Ha
paccrostHun 500 MKM OT Kpas kaHaBkU. Ha moBepxHOCTH
MPUCYTCTBYIOT €IMHUYHBIE JIEMEHTHI YaCTHII C Pa3MepaMu
JI0 5 HM, YTO CBHJICTEIBCTBYET O TOM, YTO (paKTHUECKUit
pasiet yactui npessimaet 350 MKM, OIHAKO, JaHHbIE Ya-
CTHIBI He 00JIaAal0T HeOOXOAMMBIMHU pa3MepaMy M KOH-
LEHTpanuen Al BRIpaXKeHHOTO (P PEeKTa MIa3MOHHOTO
pe3oHaHca.

Jis mccremyeMsIx 00acTei moayYeHbl CIIEKTPhI 0Tpa-
skenust (puc. 4). Koagdurment orpakenns st Moaudum-
POBaHHOM 00NIACTH BO BCEX CiIydasx HUKE KodhduineHTa
oTpaxkeHHs: HeoOpaOOTaHHOM TOBEPXHOCTH Ag, UTO SIBJISI-
€TCsl CIIC/ICTBUEM CHIIKEHUSI OTpasKaTesIbHON CIIOCOOHOCTH
MOJITIOKKU C HAHOCTPYKTYPOM.

CriekTp, COOTBETCTBYIOIIUI 00JacTu 1, sIBISACTCS HAu-
MEHee BBIPKEHHBIM U TIOJIOTUM — HAaHOCTPYKTypa CHIIBHO
MIOIVIONIAET CBET B BUANMOM YaCTH M3Iy4YeHHs. DTO MOXKET
OBITH CBA3aHO C HEPOBHOCTSMHU ITOBEPXHOCTH, KOTOPHIE
00pa3yroTcst B pe3ysibTare ABMKCHUH paciuiaBa ¥ YaCTHIHO
TIOTJIONIAIOT Magatonmid cBeT. O61acTh 2 MMEeT MUHUMYM
CIIeKTpa OTpaKeHUs Ha JnuHaX BomH 750-760 uMm. [Tux
CIIEKTpa OTpayKeHHs HaxonuTcs B obmactu 500-550 Hwm.
Cpennmii pa3Mep CTPYKTYPHBIX JIIEMEHTOB IS TaHHOM
obnactu cocrapisger 30 um. st obnacTeit 3—5 Uk criek-
Tpa oTpaxkeHus1 HaxoauTest B oonmactu 750-800 Hm. OO1eit
TEHJICHLIMEH SIBISIETCS] Cy)KEHHE 00JIaCTH MOIIOLICHUs OT
550 uM k 400 HM, 4TO MOXET OBITH CBSI3aHO C yMEHbIIIE-
HHUEM pa3MepoB KJIACTEPOB U3 MAJICHbKMX HAHOYACTHIL U,
COOTBETCTBEHHO, CMEIICHHUIO CIIEKTPa K YABTPa(HOIETOBOM
obmactu. Criektp obnacTyt 6 JEMOHCTPUPYET IIMPOKHUHN MUK
OTPAKEHUSI, YTO MOXKET SIBIISITHCS IPOMEKYTOUHBIM ITAIIOM
niepez; popMHUPOBAHUEM BTOPOTO MHKA OTPAXKEHMs1, KOTOPBIE
HaOIromaroTCs 11 obacreit 7 u 8.

Puc. 2. Muxpodotorpadus moBepxHOCTH cepedpa ¢ 0003HAYCHNUEM YCIOBHBIX 30H, TOJYYCHHBIX B PE3YJIBTATE JTa3ePHOTO
BO3ICHCTBUS

Fig. 2. Microphotograph of silver surface showing designated zones resulting from laser exposure
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500 uMm

Puc. 3. COM-cHumku obnacteit 1-8, a Taxke HeMoaAH(UIMPOBAHHOI MOBEPXHOCTH cepedpa (Ag) nociie 1azepHoit 00paboTku

Fig. 3. SEM images of regions 1-8 as well as unmodified silver (Ag) surface after laser exposure
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Puc. 4. Ciextpsl oTpaxkeHus odnacreii 1-8 nmocue ga3epHoro
BO3JCUCTBUSI U HeMOAU(HUIIUPOBAHHOI MOBEPXHOCTH cepedpa
(Ag). ObmacTu, ¢ KOTOPBIX OBUIN CHATHI CIIEKTPHI, YKa3aHbI Ha
puc. 2
Fig. 4. Reflectance spectra of regions 1-8 after laser exposure
and the unmodified silver surface. The regions from which the
spectra were taken are indicated in Fig. 2

[TiK nIa3MOHHOTO pe30HaHca st OXUHOYHBIX HAaHO-
gactuny Ag HaxoauTesa B nuamna3one ot 400 mo 530 uM B
3aBHCHMOCTH OT pa3Mmepa 4acTuisl [13], uto yacTHIHO
COBIIQACT C IOIY4YCHHBIMU PE3YIbTATAMH.

JlazepHblii CHHTE3 JIA3MOHHBIX HAHOCTPYKTYP
NPH CKAHUPOBAHUH 110 IBYM KOOPAMHATHBIM OCAM

C TOUKM 3peHHs HCIIOIB30BaHUS PACCMATPHUBACMOTO
METO/Ia OKpPAIIMBAHUA B JIEKOPATHBHBIX IEJIIX MHTEPEC
MPEJICTABIISAIOT HE OTAEIbHBIC IMHEHHbIE JIEMEHTHI, a U30-
Opa)XeHHsI U PUCYHKH, KOTOPBIE PEAU3YIOTCSI METO/IOM
MOCTPOYHOTO CKaHUpPOBaHMs. cronp3oBaHne cKaHUpPO-
BaHMS M0 IBYM OCSIM M3MEHSET XapaKTep pacrpeaeieHus
HaHOYacTHIl Ha rnoBepxHocTH Ag. Kak Obut0 oTMEueHo B
pasnene «JlazepHbIH cHHTE3 TUIA3MOHHBIX HAHOCTPYKTYD
IIPU CKaHUPOBAHUU 110 OJHOW KOOPAMHATHOH OCH», 30HA
pasnera HAaHOYACTHUIl MOXKET OBITh Ha MOPSAOK OOIbIIe
JIMaMeTpa JIa3epHOTo MATHA. [Ipy MocTpouHOM CKaHMPOBa-
HHUU HAa MOIU(HLIPYEMYIO 00JIaCTh MOT'YT BIIUSTH [1OCIIE-
JYIOIINE 3aMUChIBAEMbBIC JINHUH, TaK KaK MPU HATIOKECHUU
HAHOYACTHIB! arPETHPYIOTCA, CIIUNAIOTCS, 00pasys HOBBIE
3JIEKTPOHHBIE CB3H. Pacnpenenenue GpopmMupyeMbIx Ha-
HOCTPYKTYp HaIpsSIMYIO BIHUSET Ha PE3yJIbTUPY IO [IBET
MOAN(HUINPOBAHHOI MOBEPXHOCTH.

M3meHeHus 11BeTa OBEPXHOCTH MOXHO JJOOUTHCS ITy-
TEM BapHalMHU Pa3IMYHBIX TIAPAMETPOB JIA3EPHOTO BO3ICH-
cTBHs. YacToTa ciieoBaHMsI UMITYJIbCOB MMEET OOJIbIIoe
3HaUEHHE MPH 00pabOTKE MMOBEPXHOCTH JIA3EPHBIM HM3ITy-
YEHHEM, MOCKOJIBKY KOHTPOJHMPYET MPOIYCKHYIO CIIOCO0-
HOCTB, BBIXOJHYTO DHEPTHIO M BpeMs JocTaBkH [ 15]. Taxke
M3BECTHO, YTO HMCIIOIb30BAHNE M3ITyUCHHs OOJNbIIeH ua-
CTOTBI IPUBOJUT K MOBBIILICHUIO TEMIIEPATYPBI, YTO CyILle-
CTBEHHO BIIMSIET Ha XapakTep JedopManuy MOBEPXHOCTH.
CoOTBETCTBEHHO, IJaHHBIN NapaMeTp SBISACTCS KIIFOUEBbIM
B MCCJICJIOBAHUY BIIMSIHUS TIAPAMETPOB JIa3epa Ha MpsIMOe
Jla3epHOe OKpaIluBaHue Ag.
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Puc. 5. CnekTpbl OTpakeHUsI MOAU(PHUIIUPOBAHHOM
MOBEPXHOCTHU cepebpa MpH BapHaTHBHBIX 3HAYCHHSAX YaCTOTHI
TIOBTOPEHUSI UMITYIILCOB
Fig. 5. Surface reflectance spectra of the modified silver surface
at varying values of the pulse repetition rates

Jlig aHanu3a 3aBUCHMOCTEH 3amucaH MaccHuB U3 KBa-
JpaToB CO CTOPOHOH | MM C OJMHAKOBBIM 3HAYEHUEM
sHepruu B umnynsce 0,1 M/l npu pasnuuHoil yactore
CJIETOBaHUS UMITYJIbCOB. J{JIs McciieioBaHNs BHIOPAHEI
PEKMMBI JIa3€PHOTO BO3JEHCTBHS, KOTOPBIE 00ECIIEUNBAIOT
OZIMHAKOBOE 3HAYCHHME PACCTOSHUS MEXy UMITYIbCAMHU.
CHexTpsl OTpaKeHHUs! ¢ MOTYYEHHBIX IBETHBIX oONacTei,

200 am

200 am

a Tak)Ke BU3yaJIbHO HAOJIOJaeMBblii [[BET TOBEPXHOCTH
MIPEACTaBJICHBI Ha pUC. 5.

B nanHoM ciyuae Taxoke HaOmomaercss popMHpOBa-
HHE JIONOJIHUTEIBHOTO TIMKa MOMIOIIEHNUS, KOTOPBIH 1Me-
€T MEeHee BBIPAXKEHHBII Xapakrep. 9To 000CHOBBIBACTCA
crieru(UKON pe3oHaHca MEKTPOHHBIX KoneOaHuit. [Tuk
pe30HaHCa CBA3aHHOM CHCTEMBI HaXOIUTCS B JUAITa30HE
JUTHH BOJH ¢ OOJIBIINM 3HAYCHHUEM, YTO TIPUBOANT K PETH-
CTpAaIyy JOTIOTHUTEIHHBIX MTIKOB B 00JIACTH, CMEIIICHHON K
uHppakpacHomy nuarnazony [15]. MoxHO c/esnarh BbIBO/,
4YTO Ha ONTUYECKHUE CBOMCTBA BIMUAET COBOKYIHBIN Ha-
00p HaHo4acTHIl U (POPMUPYEMBIX U3 HUX HAHOCTPYKTYP.
[Tvky OTpakeHHs NPHU YBEIMUEHUN YaCTOTHI CJICOBAHUS
HUMIYJIECOB TAKXKE CMEIIAIOTCS B HH(PaKpacHy0 001acTh
C OJTHOBPEMEHHBIM yBEINYECHHEM OTPAKATEILHOM Cr10c00-
HOCTH MOJITIOKKH.

CTOUT OTMETHUTH, YTO TUIA3MOHHBIN PE30HAHC UyB-
CTBHUTEIICH K YTy, 00pa3yromeMycst MEKIy CBSI3aHHBI-
MU C TIOBEPXHOCTHIO HAHOYACTUIIAMU H TIOJIOXKKOM [16].
Habmromaemoe n3mMeHeHne 1BeTa nMpu GUKCHPOBAHHOM
3HAYCHUH YHEPTUHU U BapUAaTHBHOW Y9acTOTE CIICAOBAHUS
HUMIIYJIECOB MPEATIONATaeT CHIbHYI0 BPEMEHHYIO 3aBHCH-
MOCTh (hopmupoBanus 1Beta. O6paboTKa MaTepUaIoB C
UCIOJIb30BaHUEM 0o0Jiee BBICOKOH YaCTOTHI ITOBTOPEHHUS
JIa3€PHOrO M3JIyYEHUs IPUBOJIUT K MOBBIIICHUIO TEMIIe-
parypsl U3-3a KyMYJISITUBHOTO HarpeBa. Takum oOpaszom,
COBOKYIIHBII HarpeB MOBEPXHOCTH MOXET IOBJIHSITH Ha
KOHTAKTHBIH yroll (pOPMUPYEMBIX HAHOCTPYKTYD, HAXOJIs-
IIMXCSI Ha MTOJIOKKE.

C poCTOM YacTOTHI TTOBTOPCHHUSI HMITYIIECOB YBEITHYIH-
BaeTCs TEMIIEPaTypa, MOCTETIEHHO TIPOUCXOINT TIEePeTIaB
TIOBEPXHOCTH, YTO MIPUBOANT K MOSBIICHHIO JIOKAJIFHBIX HE-
poBHOCTeN. Ha MoBepXHOCTH 3TUX HEPOBHOCTEHN HAXOIATCS
HAHOCTPYKTYPBbI, COOPMHUPOBAHHBIC B PE3YJIbTaTe arperu-
POBaHMS pa3jieTaloIINXCS B IpoIecce adnsInuu HaHOYa-

200 am

Puc. 6. COM-cHUMKY OBEpXHOCTHU cepedpa 1mociie BO3ASHCTBYS JIa3ePHBIM H3JTyuYeHUEM ¢ (PMKCHPOBAHHBIM 3HAUCHUEM SHEPTUH
0,1 M/Ix ¥ BapuaTHBHBIX 3HAYEHMSIX YACTOTHI ciieqoBanust uMiyibcoB: 1,6 k' (a); 10 kI (b); 30 k' (¢); 50 xI'u (d); 100 kI (e);
200 T (f)

Fig. 6. SEM images of the silver surface after laser exposure with a fixed energy value 0.1 mJ and variable values of pulse repetition
frequency: 1.6 kHz (a); 10 kHz (b); 30 kHz (¢); 50 kHz (d); 100 kHz (e), 200 kHz (f)
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ctuil. C yBeJIMYEHHEM YaCTOTHI CJIEJJOBAHMS UMITYJIbCOB
JIa3ePHOTO M3JY4YEHHsI, @ COOTBETCTBEHHO, M TEMIIEPATyPhI
HAHOCTPYKTYPHI CHauaja KJIacTepHU3yIOTCS OTACIbHBIMHU
IpyInIamMy 4acTHUll, a 3aTeM B IpoIlecce JIa3epHol adus-
LMY HAYMHAIOT HAIUIATH JIPYT HA JPYTa, 9TO MPUBOAUT K
MIPAKTHYECKH OTHOPOJHOMY PACTIPEIENICHNI0 HAaHOCTPYK-
Typ 1o noBepxHocTH (puc. 6). ONEeHNTH pacnpeaeacHue
1 pa3Mepbl HAHOCTPYKTYP JOCTATOYHO CIOKHO, TaK Kak
BO3HHMKAET BOMPOC: @ YTO UMEHHO SIBJISETCS] EANHUYHBIM
CTPYKTYPHBIM 3JIEMEHTOM?

JUid mony4eHus DOMOJHUTEIbHBIX CBEJCHUH ObLI
BBIOpaH PEKUM JIa3€PHOTO BO3IACHCTBHS, COOTBETCTBYIO-
LIMH HEe3HAYNTEIbHOMY M3MEHEHHIO 1[BETa MOBEPXHOCTH.
Vcnonb3yemoe 3Haue€HHE SHEPTHH B UMITYJILCE COOTBET-
ctByet 0,04 M/Ix, paccTosiHIE MEXly UMITYJIbCAaMH PABHO
50 MKM, T. €. JlJa3epHast 3aIKICh TPOUCXOMIIa Oe3 IepeKphI-
THS TI0 00enM ocsiM (puc. 7).

HUccnenoanue momydeHHBIX COM-CHIMKOB TIOKA3aJ10,
YTO Ha TIOBEPXHOCTH Ag 00pa3yrOTCs YaCTHIIBI TPAKTHIC-
CKH TIpaBHIIbHON cheprdaeckort popMBI MPEUMYIIICCTBEHHO
pasmepom o 100 aM. Takme gacTHIBI MOTYT 00JaaTh
CBOIMCTBOM ITOBEPXHOCTHOTO TTA3MOHHOTO pe3oHanca [13],
OJTHAKO MX KOHLEHTPAIMH HEIOCTaTOYHO JJIs1 BUJUMBIX
W3MEHEHHMH ONTHYECKUX CBOICTB IOBEPXHOCTH.

Takum 0Opa3zom, pu BO3AEHCTBUY JIa3€pPHOTO U3JTyye-
HUS Ha TIOBEPXHOCTH Ag M3HAYaJIbHO (OPMHUPYIOTCS OT-
JIeTbHBIC HAHOYACTHIIBI IapooOpasHoii Gpopmel. [lanee npu
YBEJINYEHNH TEMIIEPATyPhl NX KOHIIEHTPALSI 3HAYUTEIILHO
BO3pACTAET, YTO MPUBOINT K MX CIUIAHNIO 1 00pa30BaHUIO
13 arIOMEPHPOBABIINX HAHOYACTHIL HEKOTOPBIX KIACTEPOB

Puc. 7. COM-cHUMKH MOAU(UIIPYEMOil TOBEPXHOCTH cepedpa
Ipu 3Ha4eHUM 3Hepruu B uMiyisce 0,04 m/x u paccTostHuu
MEXIy UMITysbcaMu 50 MKM

Fig. 7. SEM images of the modified silver surface at a pulse
energy value of 0.04 mJ and a pulse distance of 50 um

HETPaBUIBbHOW (HOpMbI. MOKHO 3aMETUTh, YTO B 3aBHU-
CUMOCTH OT peiibe()HBIX 0COOCHHOCTEH o0Opasyrommuecs
OJOKU MMEIOT PAa3INYHBII BT — Ha BBICTYTAIOINX YACTSX
MOBEPXHOCTH, 00PAa30BAHHBIX 3aCTHIBIIMMH BBIILIABAMH
MartepHana, IPOUCXOAUT 0oJee MIOTHOE Xa0THYHOE CIie-
kaHue. TakiuM 00pa3oM, HAHOCTPYKTYPHBIC SJIEMEHTBI pac-
HPENeIISIOTCS 10 MIOBEPXHOCTH MeTajlla HepaBHOMEPHO,
YTO BEPOSTHO NPUBOJHUT K HEPABHOMEPHOCTH KOHEYHOTO
HaOII0IaeMOT0 MUKPOIIBETA.

3akjioueHune

B pe3synbrare mpoBeIeHHBIX UCCIIEI0BAHUH BBISBICHO,
YTO MOCIIE JIA3EPHOTO BO3/ICHCTBUS Ha cepedpo PH pexu-
Max, MO3BOJISIFOIINX JOCTUTHYTh TEMIIEPATYP BBILIE TEMIIE-
paTypbl KHTIEHHsI MaTepHalia, Ha MOBEPXHOCTh OCAKIAIOTCS
HAHOYACTHUIIbI PA3HOTO pa3Mepa, KOTOPbIE B PEe3yibTaTe
arperupoBaHusi 00pa3yroT MOBEPXHOCTHYIO HAHOCTPYKTY-
py. U3meHenus penbeda MOBEPXHOCTH HAOIIOMAIOTCS U B
o0JacTH 3a mpeenaMu 30Hb1 00padoTku. Takum oOpaszom,
pU MOAAM(HKAIMN [TOBEPXHOCTH ITyT€M CKAaHUPOBAHMUSI 110
JIBYM OCSIM, Ha (DOPMHUPYEMBbIi HAHOPEJIbe() TAKIKE BIUSIIOT
OCaKJaeMble YaCTHIIbI U3 TOCIEAYIONNX JMHUNH CKaHU-
pOBaHUsI, €CIIM PACCTOSIHUE MEXKJIy HUMH MEHbIIE 30HbBI
pasinera.

BrimonHeHo cpaBHEHHE MOP(OIOTHH TOBEPXHOCTH
MPU CKAHUPOBAHHH 110 OJHOM M JIBYM KOOPJHUHATHBIM
OCSIM ¥ OTIpe/ieSieHa B3aUMOCBSI3b MeX1y (HOopMUPYEeMOit
Mophoorueit 1 METOIOM CKaHUPOBAaHMs. PaBHOMEpHBIE
HAHOCTPYKTYPbI, OTMEUCHHBIC B 00nacTax 1 u 2 s enu-
HUYHBIX TPEKOB, HAOIIONAIOTCS BO BHAJAMHAX pelibeda
MOBEPXHOCTH, 00pabOTaHHOM IIPH CKAHUPOBAHUH T10 JIBYM
ocsiM. XaOTHYECKH PACIIOJNIOKEHHbIE HAHOCTPYKTYPHI B
BU/JIC alJIOMEPUPOBAHHBIX HAHOYACTHUII, COOTBETCTBYIOIIUE
oOmactsm 3-8, MPEeUMyIIeCTBEHHO HAOJFOIAIOTCS Ha BBI-
CTYMAOLIMX YacTsIX MOBEpXHOCTH. JlaHHOE pactipesesieHne
HAHOCTPYKTYP MOXET OBITb PE3yJIbTaTOM HAJIOKECHUS 00-
JacTH C TPAAMEHTHBIM U3MEHEHMEM I1BeTa (obmactu 3—-8)
Ha 00JIaCTH HETIOCPEICTBEHHOTO JIA3€PHOTO BO3ACHCTBUSI.
MOKHO MPEANONIOKHUT, YTO PA3TMYHOE pacIpe/ieieHne
HAHOCTPYKTYPHBIX 3JIEMEHTOB I10 IOBEPXHOCTH OITPE/IEIIsi-
€T HepaBHOMEPHBIH 1IBET MOBEPXHOCTH Ha MUKPOYpPOBHE,
KOTOPBI B COBOKYIHOCTH BJIMSIET HA PE3YIbTUPYIOLIUN
I[BET. DTO MO3BOJISIET MOJYYUTh HOBBIE JaHHBIC O TPO-
necce GOpMHPOBAHHUS 1BETA, TAK KaK paHee I0J00HbIe
MOBEPXHOCTHBIE CTPYKTYPBl HCCIIEI0BAINCH Kak HAOboOp
OTJICNTBHBIX HaHOYACTHIL. B mpojomkenny paboTsl HHTEpecC
MpECTaBIsIeT XUMUYECKas, TePMUUECKast 1 MEeXaHH4e-
CKasl yCTOHYMBOCTH JJAHHBIX I[BETOB BO BPEMSI SKCILTyara-
WU, 9TO SBISCTCS KPUTHICCKH BaKHBIMU aCTIEKTaMHU TTPH
pPAcCMOTPEHUH MEPCIIEKTUB BHEAPCHHUS JIAHHOTO METO/Ia
OKpaliBaHusl cepedpa B FOBEIUPHYO MIPOMBIILICHHOCTb.
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AHHOTANMA

Beenenue. OnHoll U3 mpobieM, peraeMbpIX pa3padoTYMKaMi OECIIIOTHBIX JIETATEIbHBIX alllapaToB ¢ aBTOHOMHBIM
yTIpaBICHNUEM, SIBISETCS 3a/1ada ONpPEeIeHNUs JIeTaTeIbHBIM allapaToM CBOETO TOYHOTO MECTOTOIOKEHUS Haj
MECTHOCTBIO 0€3 TOMOIIH ITI00AIBHBIX CITyTHUKOBBIX HABHUTAIMOHHBIX cHcTeM. CyIecTByOMmue T MaJlorabapuTHBIX
OCCHIIOTHEIX aNlapaToB MaccorabapuUTHBIE U YHEPreTHUYEeCKNe OIPAHHYEHHS MPHUBOJAT K HEOOXOAMMOCTH
HCIIONb30BAHMS B UX BBIYHCIUTENBHBIX YCTPOWCTBAX OTHOCUTENBHO MPOCTHIX aIrOpUTMOB. B paboTe paccMoTpeHs!
METO/IbI HAaBUTAIlMK OECIMIIOTHBIX JIETATENIbHBIX AlapaToB ¢ IIOMOIIBIO CPEJICTB KOMITBIOTEPHOTO 3pEHHS, PEaIi3yeMOro
60pTOB]>IMl/I OIITUYECCKUMHU U BBIYHUCIIUTCIbHBIMU yCTpOl\/'ICTBaMI/I. an/IMCHﬂeMoe MalIMHHOE 3pEHUEC obecrneunBaeT
ABTOHOMHOCTh MaJOpa3MEpPHBIX JIETaTeIbHBIX allapaToB MPU OTCYTCTBUU MJIM HEYCTOMUMBOM KaHaje CBS3M C
LIEHTPOM YTIPABJICHUS W/UIIM CUCTEMOH CIYTHHKOBOH HaBurauuu. Metoa. [IpeamaraeMelii aqroputM perraeT 3agaqay
HACHTH(UKAIINK y9acTKa MECTHOCTH, HaOI01aeMOTo ¢ OeCHIIIOTHOTO JIETAaTeNFHOTO amMapaTa, ¢ N300pakeHneM
MECTHOCTH, 3aJIOXKEHHBIM B IIAMSTH CHCTEMBI YIIPaBJICHU. MeCTOIOI0KEHNE anTapaTa olpeesseTcs 0 MHHUMAJIBHON
(MakcuMaJbHOW) BETMUYMHE HEBSI3KM MEXTy HaOJI0MaeMBIM TEKyIIHM H300paKeHHeM U N300pakeHHeM ydacTKa
MECTHOCTH, HaXOSIIIMCSI B 3aTIOMHHAIOIIEM ycTpoiicTBe. Pemenne 3a1aun nIeHTH(UKAIIMN OCHOBAHO HA KOHISTIINN
MMMYHOKOMIIBIOTHHT'A, HCIIOJIB3YIOIIEr0 CHHTYISIPHOE PA3/IOKeHHEe MaTPHUIIbI TPU3HAKOB UICHTH(QUIMPYEMBIX 00BEKTOB.
Takoii moixo/1 MO3BOIISIET 00ECIEUUTh BHICOKHE TTOKA3aTelId KauecTBa HIASHTH()UKALIUK 32 CUST Pa3JIoKEHHsT MaTPHIIbI
MPU3HAKOB HA TPU MPOCTHIX MpeoOpazoBaHUs i Mepexoja B HOBOE MPU3HAKOBOE MPOCTPAHCTBO, KOTOPOE HE
HACHTU(PHUINPYEMO, HO KOMIOHEHTHI KOTOPOTO SIBISIOTCS CTATUCTUYECKH 3HAYMMBIMUA. OCHOBHBIE Pe3y/abTaThl.
IIpoBenena oreHka mokasaTeneil kagecTBa pa3padaTeBAEMOT0 aJTOPUTMA B CPABHEHHU C M3BECTHBIM METOJOM
HUACHTU(PUKAINH H300paKCHUH ITyTeM BBIYUCICHHS KOPPEISIIUOHHON (DYHKIIMH MEXTy IBYMsI MaCCHBAMH IIPHU3HAKOB.
OcyIiecTBIIeHa CepHs UCTIBITAHNI, B KOTOPBIX JUIS €JMHBIX NCXOMHBIX JaHHBIX OIICHUBAINCH BEPOSITHOCTD MTPABHIIEHOTO
OIIpeIeJICHNs] MECTOIIOJIOKEHUS ¥ OBICTpO/ieiicTBHE aropuTMOB. [l0Ka3zaHo, 4TO NpH MpeiBapUTEILHON MOATOTOBKE
«ITAJOHHOTO» W300paKEHUs, XPAHUMOTO B 3aIIOMHHAIONIEM yCTPONWCTBE OSCHMIIOTHOTO JIETAIBHOTO anmnapara,
ObIcTpoelicTBHE pa3pabOTAaHHOTO METO/Ia Ha MOPSIOK MPEBBIIIAeT MPOU3BOANTEIBHOCTh METO/Ia, OCHOBAaHHOTO Ha
BBIYHMCIICHUH KOPPEIALMOHHON (QyHKINU CpaBHUBAEMbIX H300pakeHU. CpenHssa aOcomoTHas omrOKa MpaBHIILHOTO
OTIpEAETCHUS] MECTOIIOTIOKEHNUS IIPU NCTIONIB30BAHUHN TIPEIaraeMoro MeToja HaxoaurTes B ananasone ot 0,109 mo
0,153. Oocyxnenue. [Ipeuto>)KeHHBII aNTOPUTM MOXKET HalTH MPUMEHEHHNE y Pa3pa00TUYNKOB CUCTEM HAaBHTAIHH
JUISL MaJIOpa3MEpHBIX OSCIMIIOTHBIX JIeTaTeNbHBIX alfapaToB 0J1aroaps ero HU3KUM TpeOOBaHMAM K pecypcaM MpH
COXpaHEHHUH YPOBHSI TOYHOCTH, JOCTATOYHOTO B KOHTEKCTE PEIIEHHMS 3a/1a9 OPHEHTHPOBAHS HA MECTHOCTH. YCTPOWCTBA,
peann3yroiye peaIoKeHHbIH aJropuTM OPHEHTAIMH, 00J1a1at0T JIYIIIMMH SHEPTeTHUSCKUMH ¥ MaccorabapuTHEIMU
XapaKTePUCTUKAMH.
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UJICHTHUKALUS U300PAKEHUH, CHHTYIISIPHOE PA3JI0KEHUE MaTPHUL, HMMYHOKOMIIbIOTHHI, HABUTALUsS OSCITMIOTHBIX
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Abstract

One of the problems solved by developers of autonomously controlled unmanned aerial vehicles is the task of
determining by the drone its exact position over the terrain without the help of global satellite navigation systems. The
existing mass-dimensional and energy limitations for small-sized drones lead to the necessity of using relatively simple
algorithms in drone computing devices. The paper considers methods of navigation of unmanned aerial vehicles using
computer vision implemented by on-board optical and computing devices. Machine vision implemented by on-board
computing devices provides autonomy of small-sized aircraft in the absence or unstable communication channel with
the control center and/or satellite navigation system. The proposed algorithm solves the problem of identifying an area
of terrain observed from a drone with a terrain image stored in the memory of the drone control system. The drone
location is determined by the minimum (maximum) value of the discrepancy between the observed current image and
the image of the terrain area stored in the drone memory device. The solution of the identification problem is based on
the concept of immunocomputing using singular value decomposition of the feature matrix of the identified objects.
This approach allows providing high quality indicators of identification due to decomposition of the feature matrix
into three simple transformations for transition to a new feature space which is not identifiable, but whose components
are statistically significant. The quality indicators of the developed algorithm were evaluated in comparison with the
known method of image identification by calculating the correlation function between two arrays of features. A series
of tests were carried out in which the probability of correct location determination and the speed of the algorithms were
evaluated for the same initial data. It is shown that when pre-preparing a “reference” image stored in the drone memory
device, the speed of the developed method exceeds the speed of the method based on the calculation of the correlation
function of the compared images by an order of magnitude. The mean absolute error of correct positioning using the
proposed method ranges from 0.109 to 0.153. The proposed algorithm can be used by developers of navigation systems
for small-sized unmanned aerial vehicles due to its low resource requirements while maintaining a level of accuracy
sufficient in the context of solving problems of orientation on the terrain. Devices realizing the proposed orientation
algorithm have better energy and mass-size characteristics.
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image identification, singular matrix decomposition, immunocomputing, drone navigation
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BBenenue

B macrosmiee Bpems 3a/1a4a HaBUTAIIUH OCCIITOTHBIX
TPAHCIIOPTHBIX CPEACTB YCHELIHO PELIACTCSA B YCIOBUAX
YIIMYHOUM TOPOACKON Cpe/ibl, a TAK)KE€ BHYTPHU MTOMEIICHUH,
KOrZla OCHOBHBIMHU MAaTTEpHAMU IJIs1 U3BJICUCHUA l/IH(bOp-
MalllH CIIy’Kar JTIOPOKHBIE 3HAKH, CBETO(OPHI M pa3MeTKa.
Ha 3aropojHpIX y4acTKax MECTHOCTH, e OECIUIOTHBIE
nerarenpHble ammapatsl (BJIA) mpuBiekaroTes 1 pa3Be-
JIBIBATCIIPHO-TIONCKOBBIX, CIIACATEIBHBIX, CEITbCKOX035IM-
CTBEHHBIX H JIPYTUX BHIOB paboT, NX HABUTAIHS OTIHYACT-
Cs1 OT HABUTAITUH B TOPOJCKUX YCIOBHAX U3-32 YACTHUHOTO
WJIM TIOJTHOTO OTCYTCTBHSI HABUTAIIMOHHOW MH(PACTPYK-
Typsl B patione npumenenus bJIA [1]. TpagumuoHHBIH
moaxo kK odecrnedennto HaBuranuu bJIA B Takoii cutya-
OWH — HUCIOJIb30BAHHUEC CUCTEMbI CHyTHPIKOBOﬁ HaBUTaluu,
Hanpumep [JIOHACC unu GPS [2]. IIpeumymecTBom
CHyTHI/IKOBOI‘/II HaBHUTI'allMU SBJISICTCA A0CTAaTO4YHAsA TOYHOCTh
OTIpe/IeJIEHNs] MECTONONIOKEHHS Ha OTKPBITON MECTHOCTH
1 mI00aNbHBIA 0XBaT Onaromapsi OOJIBIIOMY KOJIHYECTBY
cyTHUKOB. OJJHAKO K CYILECTBEHHOMY HEJJOCTaTKy CUCTe-
MBI CITyTHUKOBOW HABHTallMd MOXXHO OTHECTH OOIIBIIYIO
3aBHCUMOCTb OT BIMSTHUS JIECTaOMITH3UPYIONTNX (PaKTOPOB
€CTECTBEHHOTO M UCKYCCTBCHHOTO MIPOMCXOKICHUSI.

ATBTepHATUBHBIHN MOAXO/ 3aKJIF0UAeTCs B IPUMEHEHUHT
CPEACTB MAIIMHHOTO 3PEHUS JUIsl OCYILECTBICHHUS HaBUTa-
un BJIA. O630p u KinaccuuKaIyst METOIOB MTOCTPOCHUS
KOPPEISILIHOHHBIX YKCTPEMAIBHBIX CHCTEM IPUBEJCH B
paborax [3—5], a B [6, 7] mpuBeieHBI TPUMEPHI TAKOTO pe-
wenus. B [6] npeanoxkeno ucnonb3oBarb Mmetor RANSAC
JUTSL BBIJICJICHUS TUIOCKOCTEH, a TaKKe TeOMETPHIECKUX
U CEMaHTHYECKUX OOBEKTOB B JIAJIbHOMETPHUUECKUX H30-
OpaxeHUsIX. MeTo MOXKET OBITH MPUMEHEH B YCIOBHUSAX
OTKPBITOH MECTHOCTH, NIPH YCIOBUH JIOCTATOYHOTO KOJIU-
YeCTBO HABUTAIIMOHHBIX OPUEHTUPOB. B [7] mpencraBnen
METO/I, OCHOBaHHBII Ha 00paboTKe HHPOPMAILIUK TOIIOJIO-
THYeCKHuX KapT. [I[ppuMeHeHne TaHHOTO MOAXO0Aa Halpas-
JICHO Ha M3BICYCHHE M TOCIEAYIOUIYIO KilacCH(UKaLUIo
HaBUTallMOHHBIX MPU3HAKOB, KOTOPBIE MOCITYXKAT PELICHUIO
3ajaun onpeneseHus mecrononoxkenus: bJIA. B paborax
[8—10] npensiokeHO HCMONB30BAHUE CTEPEO3PEHUS AJIS
co3fanust KapTel HaxoxeHus: bJIA B okpy»katorueil cpefie ¢
MOCJIETYIOIIEeH CerMeHTalre! B peKIMe PeasbHOTO BpeMe-
HU. Tako# MoIXoa MPUMEHNM B 3a/1a4ax MapLIpyTH3ALUH
MIPY HAJIMYXH MTPEMSTCTBUMA.

ITpu BbIOOpE HampaBiIeHHs HCCIEJOBAHHUSI OTMEUYEHO,
4yTO It Majopa3MepHbIX BJIA cymecTBy0T 00BEKTHB-
HBIE OTPAHNYCHUS Ha IPUMEHEHHUE psAaa METO0B. B mep-
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ANropmT™M OPUEHTUPOBAHUS HA MECTHOCTU 6ecnuIoTHLIX NleTaTeNbHbIX annapartos...

BYIO Ouepe/ib K TAKMM OTPAaHHYECHMSIM CIEelyeT OTHECTH
MaccorabapuTHBIC U, KaK CIIEACTBHE, YHEPreTHUECKHE.
BButy HeOOBIION EMKOCTH aKKyMYJISITOPOB BpeMsI ToJieTa
coBpeMeHHBIX BJIA cocraBiser necsatku munyT. Ha 310
BpEeMsI BIUSIIOT KaK BHEIIHHE HEKOHTPOIMpPYyeMble (PaKTopbl
(Temreparypa, BIaKHOCTb U T. I1.), TaK ¥ KOHTPOJIHUPY-
emble (axtopsl. K KoHTponupyeMbIM (hakTopaM MOKHO
OTHECTH THII OaTapen u YHeProd3(h(HeKTHBHOCTH OOPTOBBIX
norpeduTenei — aBurarenei, 60PTOBBIX BBIYUCIUTEINb-
HBIX YCTPONCTB, HABUT'ALMOHHOTO U HHOTO 000PY/I0BaHHUSI.

CnenoBarenbHo, 171 BeinonHeHuss bBJIA cBoeit ocHOB-
HOM 3a71a4y — IOBBILICHUS pauyca JEHCTBUS U MOJIE3HOU
IPY30I0bEMHOCTH — TpeOyeTcss MUHUMH3UPOBATh PacxXol
9HEPTUU OOPTOBBIMHU BBIYHCIMTEILHBIMH YCTPOWCTBAMHU.
[ToMuMO Bcero mpovero 3To JOCTUrAETCs UCTIONb30BAaHUEM
«9HEprocOeperarommx» aaropuTMoB padoTel GOPTOBO-
ro 000py/OBaHUs, B TOM YUCIIE CUCTEM KOMITBIOTEPHOTO
3peHusl.

Taxkum o0Opas3om, 3amaga, perraeMasi B HaCTOSIIIEH pa-
0ote, 3aKTIO4acTCA B pa3paboTKe alropuTMa aHadu3a
N300paxeHNsI, UMEIOIIET0 MEHBINYIO, 10 CPABHEHUIO C
N3BECTHBIMH, BHIYUCIIUTENIBHYIO CIIOKHOCTD, H, KaK Cle/i-
CTBHE, HanOobIIee ObIcTpoaeiicTBIE. [IpH TOM TOYHOCTH
QJITOPUTMA JIOJKHBI OBITH TOCTATOUHOM /ISl IPAKTHYECKO-
IO MPUMEHEHUS.

B pabote npuHATHI CileyIomue TOMyIeHHs 1 orpa-
HUYEHUS:

— cMonenupoBat «mnonet» BJIA Ha onHOM BbIcOTE;
— pa3Mephl «CKOJB3SIIEro» OKHA U «HAOII0IaeMOoro»

(hparMeHTa TOBEPXHOCTH COBIMAIANH (B MMUKCENAX);
— TIPEANoNarajioch, YTO JIMHHUS BU3UPOBAHUS KaMephl

BJIA 6pi1a HOPpMATBHOH K TIOBEPXHOCTH;

— (OTOCHUMKH ISl «ITAIIOHHOTO» U «HADIIOIaeMOT0»

M300paKEHMH CIIETaHbl B OTHO BpeMsi roja (JIeTo).

Pacno3naBanue 06pa303 Ha OCHOB¢
HMMYHOKOMIIBIOTUHT A

Ilycts B 3anomuHaroumieM ycrpoicrse BJIA nmeercs
«3TaNOHHOE» NN(POBOE MPEICTABICHUE MECTHOCTH, HAJ
KOTOPOI BBITTONHSETCS ToieT. Torma B GOPTOBOM BBIUHC-
nuTensHOM ycTpoiictBe BJIA ocymecTisieTcs mocueno-
BaTEJIbHOE CPABHEHHE TEKYIIETO M300paXKEeHUs ydacTKa
MECTHOCTH, ITOJy4aeMOe B OHJIAH-pexRHUMe ¢ OOPTOBBIX
BUJICOKAMeEp, C STAJIOHHBIM LU(PPOBBIM U300paKEHHEM B
3aroMHUHaroIeM ycTpoiictse. [Ipu npeBbleHun Beu-
YUHBI, XapaKTEPU3YIOIIEH «ITOXOXKECTh)» N300pakeHUH
OITPE/IeIIEHHOTO TI0pOoTa, IPUHUMAETCSI PelIeHHe 00 nIeH-
TUYHOCTH CPaBHUBAEMBIX N300pakeHU, N (HUKCUPYIOTCS
KOOPAWHATHI TEKYIIETO yJ4acTKa HU(PPOBOH KapThl, COOT-
BETCTBYIOIINE 3TOMY COOBITHIO.

Jlis onpenenenus reorpapuuecKkoro MOJ0KEHNS Ha
OCHOBE COITOCTABJICHHUS H300paskeHHH, 3a(pUKCHPOBAHHBIX
ontuyecknmu cucreMamu bJIA, ¢ 3TamoHHBIM H300paxe-
HUEM CO CIIYTHHKA HMCIIOJB3YIOTCA pa3IMYHBIC METObI.
C MOMOUIbIO TPUMEHEHNA METOJOB MOXKHO IMOJYYHUTH XO-
potiiee ObICTpOIEHCTBIE, OJHAKO, CYIISCTBYET ITpodIeMa ¢
onTuMHu3anuen nHGOpMaLK, XpaHUMOH HEMOCPEACTBEHHO
B 3allOMUHaOIIEM ycTpoiicTse BJIA.

Just BJIA cpennux u O0JbIINX pa3MEpOB, UMEIOLINX
MOIIIHBIE OOPTOBBIE YHEPTOYCTAHOBKH, UCIIOIB3YIOTCS Me-

TOZIBI HA OCHOBE HeHpoHHBIX cetell [11-14], rae ocHOBHEBIE
NaTTepHbl MECTHOCTH XPaHATCS B 3apaHee 00ydeHHOM
MOJIEIH.

B 10 e Bpems cyleCTBYOT METO/BI PEIICHHS 3a/1aui
pacro3HaBaHusl 00pa30B, OCHOBAaHHbIEC Ha KOHIICTIIINN HM-
MyHOKOMIIbIOTUHTA [15—19]. Maremarnueckuii annapar
MMMYHOKOMITBIOTHHI'a OCHOBAH Ha CHHTYJISIPHOM pPa3Jioixe-
uaun Matpur (Singular Value Decomposition, SVD).

B obmewm crmydae mobast MaTpuiia A BEIIECTBEHHBIX
YHCEN Pa3MEPHOCTBIO /1 X 11 MOXKET OBITh MPECTaBICHA C
TIOMOIITBIO CHHTYJISIPHOTO PA3JI0KEHUS BU/A!

A=USVT. (1)

B pesynbrare momyuarorcsi Tpu Matpuibl. CTOIOIIBI
marpur U (m x m) u 'V (n X n) cogeprkar JIeBbIe U TIpaBbIe
CHHTYJISIDHBIC BEKTOPBI, BEKTOP S — CHHTYJISIPHBIC YHCIIA.
Cron6mpr Matpunsl U ABISIOTCS OPTOHOPMHPOBAHHBIMHU
coOCTBEHHBIMH BeKTOpaMu Matpulibl AAT, a kBaapaThl
CUHTYIApHBIX uncen S = diag(siy, s2, ..., S;m) — €€ op-
TOHOPMHUPOBAaHHBIMH COOCTBEHHBIMH YUCIaMH. Takke
CTOJOIBI MAaTPUIBI V SIBISIFOTCS OPTOHOPMHUPOBAHHBIMH
coOcTBeHHBIME BekTOpamu marpulibl ATA, a kBaaparsl
CUHTYJISIPHBIX YHCET — €€ COOCTBEHHBIMH YHCIIAMH.

SVD mupoko ncrnonb3yercs B MalIMHHOM O0y4YeHHUN
W pacro3HaBaHuy 00pa3oB, MPU MOCTPOCHUH PEKOMEH 1a-
TEJIHBIX CHCTEM U NPOTHO3HBIX MOJIENEH ISl CHYKCHUS
Pa3MepHOCTH JaHHBIX, alllIPOKCUMAINN TAHHBIX METOJIOM
HaNMEHBIINX KBAJPATOB U CHWXCHUS BIMSIHUA UHOP-
MalMOHHBIX mryMoB [20-23]!. OtauuuTeabHONU 0COGEH-
HOCTBIO HIMMYHOKOMIIBIOTHHTA 110 CPABHEHUIO C METO-
JIOM TVIaBHBIX KOMIIOHEHT SIBJISIETCS] €r0 BBIYUCIUTEIbHAS
npoctota. Tak, HanpuMep, B UMMYHOKOMITBIOTHHIE HET
HEOOXOMMOCTH BBIYHUCIIATh MAaTPUILy KOBApHUAIMH U MPO-
W3BOJMTH JIPyTUe BCIIOMOTaTeIbHbIE PACUEThI, TAK KaK Ha
BXOJI QJITOPUTMA MTOCTYIIAIOT «CHIPHIE» MATPHUIIBI TAHHBIX.

OO0muit moaXo y BCeX NEPEYUCICHHBIX METOA0B K
MOCTPOCHUIO CHUCTEM HACHTU(PHUKALNU 00BEKTOB 3aKJIIO-
yaeTcs B MOCTPOCHUH HACTPaMBaeMOM MOJEITH TOW MU
MHOH CTPYKTYpBI, TapaMETPbl KOTOPOH MOTYT MEHSTHCS.
PasHocTh BenmmunH 00BbEKTa W HACTPAUBAEMON MOJAEIH
00pasyeT HeBA3KY, KOTOpasi OTPEeNsIeT CTeIeHb OIM30CTH
00BEKTOB JPYT K APYTY.

CoryacHO TeOpUM HMMYHOKOMITBIOTHHI'A, JIEBBIE U IIpa-
BbI€ CHHTYJISIPHBIC BEKTOPA COJIEPIKaT arpuOyThl 0OBEKTOB
oOyuaroleil BBIOOpKH. B CBs3M ¢ 9THM B KauyecTBE MepbI
HEBSI3KH JIJIsl OIIPE/ICIICHUSI CBSI3H MEXK/y 00beKTaMHu A |
M BBOAMTCSI MOHSATHE PHEPTHU CBSI3H, KOTOPOE UCIIOJb3Y-
eTcs B Ka4eCTBE aHaJora PacCTOSHHS MEXy 00beKTaMu.
Bbrumcinm sHEpryio CBsA3U MEX Ly AByMst o0bekTamu [15]:

o =-UTMV. )

Knace, x koTopoMy TpHHAICKUT BXOJHOH 00pa3 M,
ONpECaACIACTCA MUHUMAJIbHBIM 3HAYCHUEM DHEPTUN CBA3U:

®Omin = Min().

I OyHjaMeHTAIBHBIN TIAKET JUIS HAYIHBIX BHIYMCIEHUN Ha
si3pike Python NumPy [Dnextponnsiii pecype]. Pexxum nocrymna:
https://numpy.org/doc/stable/reference/generated/numpy.linalg.
svd.html (nara obpamenns: 16.05.2024).
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Jist 3amaum ornpeaesieHus: reorpaduueckoro moyoKe-
HHS HA OCHOBE COIIOCTaBJICHUS «HAOII0NAEMOro» U «JTa-
JIOHHOTO» M300paKCHUW B MaHHOU padoTe MPeasIoKeH
CJICAYIOIINN aJTOPUTM Pealu3alliy KOHIICTIIIUH HMMYHO-
KOMITBIOTHHTA. AJITOPUTM COACPIKHT JIBa 3Talla: MpE/IBa-
PHUTEIBHOM 00pabOTKK ITATOHHOTO M300paKEHUS U CKa-
HUPOBAHMSI KAPThl MECTHOCTH METO/IOM «CKOJIB3SIIIETO)
OKHa. DTarbl IPEACTABISIOT COO0H MOCIIeA0BaTEIHLHOCTh
U CBSI3aHBI JIPYT C JIPYTOM.

JTan npeaBapuTeJbLHOH 00padoTKU
3TAJIOHHOTO U300paKeHusI

PaccmoTpruM criyTHHKOBBIE (poTOrpaduy OTHOTO M TOTO
K€ y4acTKa MECTHOCTH, CIeJIaHHBIC B pPa3HOE BpeMsl pas-
HBIMH KOCMHYECKHMHU amnmapaTtamu (puc. 1).

B kauecTBe KapThl MECTHOCTH BBIOpaHa 00JacTh Ha
ceBepo-3anane Cankr-Ilerepbypra. mmopt nzobpaxe-
HUH ocyiiecTBiieH ¢ cepBrcoB Google.Maps u SIHzekc.
Kaptbl. ®oTorpadguu oTauyaroTcs Ipyr oT Jpyra mac-
HlTa6OM, IBE€TOM U YPOBHEM ACTAJIMU3alUN MATTCPHOB.
3Ha4YMTENbHAS YacTh MECTHOCTHU MOKPHITA JIECHBIM Mac-
CHBOM, HE UMEIOIUM KaKHX-TH00 MJICHTU(HUKAITMOHHBIX
anemeHToB. [1py MonenpoBanuy paboTHI AITOPUTMA OJTHO
N300paKEHNE UCITONB30BAIOCH B KAUECTBE «3TAIIOHHOTOY,
KOTOPOE COJIEPKUTCS B 3aoMHHaoIeM ycTpoicTse bIIA.
Jpyroe — B Ka4ecTBE «HAOIIOMACMOTO» M300paKEeHUS U3
kxamepsl BJIA.

C 1enbro CHIKEHHS Pa3MEPHOCTH BBIYHCICHHUH Ha 3TOM
JTare OCyLIeCTBIeTCs IpeoOpa3oBaHKe ITMKCETI0B H300pa-
JKEHU U3 IBECTHOTO (I)OpMaTa PEACTABIICHHUA K OTTCHKaM
ceporo. [[yist 3Toro ucnonk30BaHa U3BecTHas popmyia [24]:

Y =0,2989R + 0,5870G + 0,1140B. 3)
Jlnst BeIpaBHUBAHMS 3HAYCHUH HHTEHCHBHOCTH MTHKCE-

JIOB BBIIIOJIHEHA CTaHJAPTHAs OIepalus HOpMalu3aluu
MAaCCHBOB M300paKeHHil:

200

0 200 X

Knorm = % 4)
max min

PesynsraTr mpeoOpa3oBanust H300pakeHUH 1Mo hopmy-
nam (3) u (4) mpencTasieH Ha puc. 2.

ITocne mpenoOpaboTKN B Ka4ECTBE «ITATOHHOW) KapThI
MECTHOCTH B 3allOMHUHaIonIeM ycTpoiictBe BJIA BriOpano
n300paXkeHre, UMIIOPTUPOBAHHOE U MPeo0pa3oBaHHOE
B MOHOXpoMHOe u3 cepBuca Google.Maps. B kauectBe
HMHTAIUH «HAOITIOIaEeMOT0» H300paKeHUs ¢ OOpTa «JIeTs-
miero» BJIA UCIonb30BaHO OKHO, MPECTABIISIONICEe COO0H
(hparMeHT H300paskeHHsI pa3Mepa m X 1, UMIIOPTHPOBAH-
Horo u3 cepBuca Snaekc.Kaptsl.

ITan CKAHMPOBAHHUS KAPTHI MECTHOCTH
METO/IOM «CKOJIB3SIIIEro» OKHa

Ha sTamne ckaHnpoBaHHs KapThl MECTHOCTH BBITIOIHEHA
cleyrollas uTepaoHHas mpouenypa [15].

[ar 1. BeiOop TekyIero Ha4aabHOTO Y4acTKa Ha «3Ta-
JIOHHOID» KapTe MECTHOCTH, pa3Mepbl KOTOPOTO COBIAat0T
C pa3MepoM H300paKCHHUS, «HAOIIONACMOr0» OOPTOBBIMU
cpeacrteamu BJIA. 3HaueHus MUKCENOB 3TOrO y4acTKa Mo-
e ux mpeodpasoBaHus Mo Gopmynam (3) u (4) 3amucaHb
B MaTpuLy A.

[ar 2. TTo dhopmyre (1) BEITONTHEHO CHHTYIIAPHOE pas3-
JIO)KEHWE MAaTPHUIBI A, U 3alIOMMHAHNE TEX CTOJIOLOB Ma-
tpuipl U 1 V7, KoTOpbIe COOTBETCTBYIOT MAKCHMAIIBHOMY
CHHTYJISIPHOMY YHCITy BekTopa S. Onepariusi CHHIYISIPHOTO
Pa3IoKeHUs OCYIIECTBICHA C UCIOIB30BAHNEM COOTBET-
crymolei Gpyrxuun 6udnuoreku NumPy sizika Python!.

Tak, nanpumep, marpunsl U u V7, nonydennsie B
pesynbrare SVD-maTpuiibl 3HaUeHUM TUKCET0B, COOT-

I numpy.linalg.svd [DnexkrponHsIif pecype]. Pexum
nmoctyna: https://numpy.org/doc/stable/reference/generated/
numpy.linalg.svd.html (nara o6pamenus: 10.07.2024).

b

100

200

Puc. 1. «Dranonuslit» (a) u «HabmogaemMpliiy (b) y4acTKU MECTHOCTH.

Pa3meps! pCYHKOB B ITHKCEIAX

Fig. 1. “Reference” (a) and “observed” (b) terrain plots (image sizes in pixels)
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Puc. 2. «dtanonnslit» (a) n «Habmogaemslin» (b) y9acTKn MECTHOCTH TIOCIIE HOPMAJIH3AIMU N300paXkeHHH.

KpacHbIM MpsSiMOyToJIbHIUKOM OTMEUEH (PparMeHT MECTHOCTH, «HAOJIOAaeMblil» OECIMIIOTHBIM JIETATeIbHBIM AlllIapaToOM B TEKYILIMH MOMEHT
BpeMeHU. Pa3Mepbl pUCYHKOB B ITMKCEIaX

BETCTBYIOIIEH BBIICTIEHHOMY (DparMeHTy m300paKeHUs

Fig. 2. “Reference” (a) and “observed” (b) terrain areas after image normalization (image sizes in pixels)

90 x 90 muKcenoB Ha pUC. 2, UMEIOT BUJI:

3Ha4yeHus BeKTopa S NMpeCTaBICHBI Ha PUC. 3.

—0,08796
—0,08988

-0,12707
~0,12587

—-0,22499
0,20534

0,00293
0,14370

0,05652
0,03449

0,29215
~0,12200

0,15026
0,09593

~0,05942
~0,07863

Kak BuzmHO U3 puc. 3, MakCHMaIbHOE 3HAYCHUE IMEET
MEPBOE CHHTYISPHOE YHCIO BEKTOpa S, TTOITOMY, B CO-
OTBETCTBHUU ¢ (HOpMYJI0oit (2), HEOOXOIMMO HCIIOIH30BATh
BeKkTOp-cTpoKy —Uj u BekTop-cromben Vi. [lng paccma-
TPUBAEMOTO IIPUMEPA OHU UMEIOT BUI:

~U{ =10,08796, 0,08998, ..., 0,12707, 0,12587];

0,22449
-0,23216
V] =
0,13970
0,15026

[lar 3. Beluncienue sHepruu cBssu o; o Gopmyie (2).
3necw i =1, K, rie K — KOJIMYECTBO «CKOJIB3SIIITUX OKOHY,
T. €. (parMeHTOB «ITAJOHHOW» KapThl MECTHOCTH, CPaB-
HHUBAeMBIX C «HaOIII0aeMbIM» N300paXkeHHeM. B kauecTse
marpuisl M B ¢popmyse (1) ucnons3oBana MaTpuIa, couep-

16 JKallasi 3HAYCHUS MUKCEJIOB «HAOIF0IaeMOro» U300paxe-
§ 1 HUSL, TTIOCIIe UX npeoOpa3oBanus 1o hopmynam (3) u (4?.
=124 [ar 4. 3anmoMUHaHKE 3HAYEHUSI SHEPTUH CBSI3U ®; i-T0
x ydacTKa MECTHOCTH U COOTBETCTBYIOLUX ATOMY yYacCTKy
i 1 KOOPJIMHAT Ha «3TaJIOHHOI» KapTe MECTHOCTH.
2 0,8 [Iar 5. IToBropenue maros 2—3 J10 TeX 10p, HOKA «CKOJIb-
E 35111€€» OKHO HE JOCTUTHET KOHIA «3TaJOHHON» KapThl.
o 1 [ar 6. TTonck MUHIMATHHOTO 3HAYSHUSI SHEPTHH CBSI3U
E 0,4 ®min = ©;, HAXOXJEHNE KOTOPOTO CBUIETEILCTBYET, YTO
z i-f y4aCTOK Ha «3TAJIOHHOW» KapTe UMEEeT MaKCUMaJbHOE
& CXOJICTBO C «HAOIIOAaEMbIM» W300paKEHHEM, OIHChIBae-
0,0 MBIM Matpuneit M.
0 ' 40 80
Homep cunryispsoro uucna Pe3ysibTarhl 3KCIIEPUMEHTOB
Puc. 3. CuHryspHBIE YMCIIa BEKTOPA S PaboTocnocoOHOCTh Mpe/iaraeMoro anropuT™a mpoBe-
Flg 3. Singular numbers of vector S peHa MyTEM UMUTAIUOHHOTO MOACJIUPOBAHMS. B kauectBe
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UCXOJIHBIX JaHHBIX HUCIIOJIB30BAINCH «ITAJOHHOE» U «Ha-
OmromaeMoey U300paKeHUs Ha puc. 2.

BrInosHeH cpaBHUTEIBHBIN aHAIU3 MOJTY4YEHHBIX pe-
3yJIBTATOB C M3BECTHBIM METOJIOM OIPEIEICHHS TOXOKECTH
N300pakeHNst, OCHOBAHHOM Ha BBIYHCIICHUH KO3 (hHUIIMeH-
Ta Koppemsauuu [lupcona Mexxay 1ByMmst MaccuBaMu X U Y:

2 =N -y
VI -3E - vy

HpI/I CpaBHCHHUU MCTOJOB MPOBEACHA OLI€HKA TOYHOCTHU
u GI)ICTpOL[GfICTBI/IH npeajiiaracMoro ajJropurMa Ha OCHOBE

MMMYHOKOMITBIOTUHIA B CPABHEHUU C aJITOPUTMOM Ha OC-
HoBe Koppersiun [Tupcona.

"X, Y)=

Onenka TOYHOCTH aJITOpuTMOB

PaCCMOTpI/IM JABE IPOTUBOIIOJIOKHBIC CUTYalluH.
Curtyanus 1. B kauectBe «HabI0maeMoro» n3o0paxe-
HUA Bbl6paH Y4aCTOK MECTHOCTHU 663 BUAUMBIX MAaTTEPHOB

(puc. 4).

0 40 X

B curyanun | umutupyercs nonet bBJIA Han necHbIM
MacCHBOM, HE UMEIOLIUM JI0POT, peK, CTPOCHUHN U APYTUX
00BEKTOB — «OJIECTSIINX TOUYCK).

CeueHust IByMEpHOH aBTOKOPPEISIUOHHON (DYyHKIIUH
TEKYIIEro y4JacTKa MOKa3aHbl Ha puC. 5, IJie TpeacTaBie-
HO HOPMHPOBAHHOE 3HAYCHHE JIBYMEPHOW aBTOKOppEIIs-
muoHHOH (yHKINH (p) Mo mukcenam. Kak BUIHO U3 pH-
CYHKa, paguyc Koppessimuu 1mo yposHio 0,5 paBeH 7 MUK-
cenam.

PesynbTaThl BEIMUCICHNUS KOA(PPUIINEHTA KOPPETAIIH
W DHEPrHH CBSI3U MEX]y «HaOIoIaeMbIM» yyacTkom M
U TEKyIIMMH ydacTKaMu (MaTpHuuei A) Ha «3TaJOHHOW»
KapTe Mpe/iCTaBlIeHb! Ha pHC. 6.

«CKoJIb3s111ee» OKHO MEePEMEIIAIOCh 110 H300PaKEHHIO
MECTHOCTH 4Yepe3 KaXJIple [Ba MUKcea. Takum oOpasom,
nepeKpbITHe OKOH pazmepoM 90 x 90 nukcenoB COCTaBUIIO
6omnee 97 %. Kak ciexyer n3 pe3ysibTaroB, MaKCUMaJlb-
HOE 3HaueHne Kod(uIreHTa Koppesun MpUHaUICKUT
«CKOTB3MEMY» OKHY HOMep 9430, MUHIMAaJIbHOE 3HA-
yeHne >Hepruu cBs3u — 11 935. Mecromonoxenne 3THx

b

100

200

300
0 200 X

Puc. 4. Curyanust 1. «HabnromaeMblit» 6eCIHIOTHBIM JIETATEIBHBIM AMapaToM YIaCTOK MECTHOCTH (d) U €ro TEeKyIee
MECTOTIOJIOKEHUE Ha Kapte (b).

KpacHbIM psIMOYTOJIBHMKOM OTMEUYEH (hparMeHT MECTHOCTH, «HAOII0AAeMBIil» armapaToM B TEKYIINH MOMEHT BpeMeHH. Pa3Mepbl pHCYHKOB
B IIMKCEJIaxX

Fig. 4. Situation 1. The area of “observed” terrain by UAV (a) and its current location on the map (b) (image sizes in pixels)

— Ceuenne IAK®D
1o ocu X

—- Ceuenue JAKD
1o ocu Y

40 60 80

Howmep nukcena

Puc. 5. ]IBymepnas aprokoppernsinuonnas Gyakuus (JAKD) n3obpakeHns ydacTka MECTHOCTH 03 BUIUMBIX ITaTTEPHOB

Fig. 5. STDAF image of an area of terrain with no visible patterns
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Puc. 6. Curyanust 1. Pe3ynbsrarsl BEIYUCICHUS KO3()UIMEHTA KOPPEISINH 7 (@) U SHEPTHH CBSI3U  (b) IpHU TepeMeIeHnN
«CKOJIB3SIIIETO» OKHA

Fig. 6. Situation 1. Results of calculation of (a) correlation coefficient 7 and (b) linking energy when moving the «sliding» window

OKOH (pHC. 7) HE COOTBETCTBYIOT MECTOIIOJIOKEHUIO «Ha-
OromaeMoroy» yuactka (puc. 4).

Kaxk BugHO 13 puc. 7, B OTCYTCTBHE MAaTTEPHOB Ha MECT-
HOCTH 002 aJropuT™Ma He CII0COOHBI ONPEJIETUTh MECTOIO-
JIO)KEHHE «HAOJI0]aeMOr0» y4acTKa.

Cutyanus 2. Ha «HabmonaeMomM» y4acTKe MpUCYT-
CTBYIOT IaTTEPHBI.

Ha puc. 8 umeroTcst HECKOIbKO CTPOEHUH U JJOPOT, UMe-
IOIINX XapaKkTepHyto KoHpurypanuro. Pagnyc koppensinmu
cUTyanuu 2 1o ypoBHIO 0,5 COCTaBHII IECATKU MTHUKCEIIOB
(puc. 9).

B nannoi#t cutyanum 0b6a anropuTMa moxas3aiu OguHa-
KOBBIi pe3ynbrat (puc. 10, 11).

O‘ICBI/IJIHO, 4YTO B YCJIIOBUAX, KOTIa ABHO BUJHO KOH-
(Gurypanno u MecTOIOJIOKEHUE MaTTePHOB, Npe/yiara-

Y
0

100

200

300
0 100

eMBIi aITOPUTM HE YCTYMaeT MO TOYHOCTU KOPPEIAIII
ITupcona.

Or1eHKa TOYHOCTH QJITOPUTMOB OCYIIIECTBJICHA MyTeM
MIPOBE/ICHHsI BEIUUCIUTEIBHOTO SKCIepUMenTa. i1 3Toro
Ha «Ha0JI01aeMOM» y4acTKe MECTHOCTH ITPOU3BOIIBHO
BBIOMPATNCH KOOPAMHATHI TEKYIIET0 MECTOTOIOKCHHS
BJIA, 1 B COOTBETCTBUM C OMUCAHHOI UTEPALIMOHHON TIPO-
EAypOi OCYIIECTBISICS pacueT HEBS3KH (hparMeHTOB
n300paKeHHS Ha «HAOIOMaeMO» U «ITaIOHHOW» KapTax
TP Pa3TUIHBIX pa3Mepax «CKONbB3SIIETro» OKHa. B kade-
CTBE «HEBS3KID) HCIIOIH30BAJICS MIMPOKO MCTIONB3yEMBIN B
perpeccronHoM ananuse napamerp MAE (Mean Absolute
Error, cpennsis abcomoTHAs OTMOKa) — OIIEHKA TOTO, Ha-
CKOJIBKO OJIM3KH Mpe/ICKa3aHust K (PaKTHUECKUM 3HAUCHUSIM.
DTa MeTpHUKa MEHEee YyBCTBUTENbHA K BEIOPOCAM U MOXKET

200 300 X

Puc. 7. «Jranonnas» kapra. Pe3ymbrar paboThI aITOPUTMOB AJISI CUTYanuH 1.

KpaCHBIM IIBETOM 0003HaYeH Y4acToK, OHpeHeHeHHLII‘/'I B KaQu€CTBE MECTOTOJIOKEHHS OCCITUIOTHBIM JIETATEIbHBIM arraparom ¢
HCIIOJIb30BAHHUEM KOPPEIIALIUU HI/IpCOHa, GEIBIM — C UCIOIB30BAaHIEM OHEPIruu CBsI3U. Pa3MepI>I PHUCYHKOB B ITUKCEJIaX

Fig. 7. «Reference» map. The result of the algorithms for situation 1 (image sizes in pixels)
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Puc. 8. Curyanus 2. «HaOmronaemblit» 0eCMIOTHBIM JIETaTeIbHBIM allllapaToM Y4aCTOK MECTHOCTH (@) U €To TeKyIlee
MECTOTIONIOKEHHUE Ha Kapte (D).

KpacHbIM npsiMOYTOJTBHUKOM OTMEYEH (pparMeHT MECTHOCTH, «HaOJII0aeMblil» OCCIMIIOTHBIM JICTATEIbHBIM alllapaToM B TEKYIINI MOMEHT
BpeMeHH. Pa3Meps! puCyHKOB B IHKCeNIax

Fig. 8. Situation 2. The area of the “observed” terrain by UAV and its current location on the map (image sizes in pixels)

1— Ceuenue JAKD
mo ocu X

0,8 { == Ceuenue JAKD
mo ocu Y

40 60 80

Howmep nuxcena

Puc. 9. Isymepnas aBroxkoppensiuonnas yHknus (JJAKD) n3obpakeHns ydacTka MECTHOCTH C «HAOIIOTaEMBIMI MATTePHAMUA
Fig. 9. STDAF of the image of a terrain section with “observed” patterns

JaThb o0lIee NPEACTaBICHHUE O KauecTBe Mojiel. B nanHOM
ciryqae nokasarenb MAE xapakTepusyeT HaCKOJIbKO TOYHO
Ha STAJIOHHOM M300paKeHNH HAIJICHO «HAOII0naeMOoey.

OneHka ocymecTBisiaack no pesyasraram 1000 uc-
MBITAHUH, 1718 cuTyanuil 1 u 2 ¢ paanycom Koppensuun
OT €UHUI 10 AECATKOB NukcenoB. CpenHue 3HAUYCHHUS
TIPe/ICTaBICHBI B Ta0M. 1.

N3 pacueToB clielyeT, 4TO ¢ yBEIMYCHUEM Pa3MepoB
HaOmronaemoii bJIA obnacty pe3ynbsraTtsl HMMYHOKOMITBIO-
TUHTA U Koppesinun [Inpcona cOmmkarorest.

CruenyeT OTMETUTb, YTO CYLIECTBYIOT Ooiiee coBep-
IICHHBIC AJTOPUTMBI OLICHKH TOYHOCTH COBMEIICHUS H30-
OpaxeHmi, HapuMep B padote [25], KoTopbie TpeOyIoT
aJlanTaniy K paccMaTpuBaeMoii 3a1aqe.

Tabnuya 1. Cpennsis abcotoTHast olUOKa onpeziesieHus: MecTononoxenus bJIA npu pa3nmu4HbIX pazMepax «CKOJIb3SIIEro» OKHA

Table 1. Mean absolute error of UAV location at different “sliding” window sizes

Pasmep OKHa, TIHKCEIOB
Anroput™
70 % 70 80 x 80 90 x 90
Koppesnsus [Tupcona 0,153 0,130 0,128
VIMMyHOKOMITBIOTHHT 0,109 0,121 0,138
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Puc. 10. Cutyanus 2. Pe3ynsraTsl BEIYUCIeHUS: K03 dUIIEHTa KOPPEIsSuu # (@) ¥ SHEPTUH CBSI3U o (b) MpH IepeMeIieHHH
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Fig. 10. Situation 2. Results of calculation of (@) correlation coefficient 7 and (b) linking energy © when moving the “sliding”
window
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Puc. 11. «ItanoHnas» kapra. Pe3ynmbrar paboThI arOPUTMOB TS CUTYaIllH 2.

KpaCHHM IIBETOM 0003HaYCH Y4acCToK, OHpGI[CJ'IeHHLIﬁ B Ka4ECTBE MECTOIOJIOKEHUS OCCITUIIOTHBIM JICTaTeIbHBIM arraparoMm
C UCIIOJIb30BAHHUEM KOPPEIIALINU HI/IpCOHa, GeIBIM — C UCIIONIB30BaHIEM OHEPIruu CBs3U. PaSMCpLI PHUCYHKOB B ITUKCECJIAX.

Fig. 11. “Reference” map. The result of the algorithms for situation 2 (image sizes in pixels)

Ounenka ObICTPOACHCTBUS AJITOPHTMOB

OtueHKa OBICTPOACHCTBYSI QJITOPUTMOB BBITIOJIHEHA JUIsI
Tpex pa3MepoB okoH: 40 x 40, 70 x 70 u 100 x 100 nmuxce-
noB. Mictione3oBan mporieccop Intel(R) Core(TM) i3-6300
CPU @ 3.80 GHz. Pacuer ocymuiecTBiieH NpH yCIOBHH,
YTO B OIEPATHBHON MAMSATH YK€ 3arPY’KEHO «ITATOHHOC
n300paKeHNE MECTHOCTH, a TaKKe HEOOXOMUMEBIE JJIS pac-
Yyera HepeMeHHbIe U KOHCTaHThl. DUKCHPOBAIOCH BpeMs
Hayaja BBIYMCICHUS (QYHKIMU HEBSI3KU IIPU HAYaJIbHOM
TIOJIOKEHUH «CKOJIB3AIIEr0» OKHA, M BPeMs JIOCTHIKESHUS
«CKOJIB3SIIETO» OKHA KOHEYHOTO IMOJIOKEHHs Ha M300pa-
JKeHUH. Pe3ynbrarsl npuBeieHb! B Ta0I. 2.

Kaxk cremyer u3 pe3yasTaToB OLeHKH, ObICTponeiicTBIE
MPEUIaraéMoro ajaropuT™Ma MEHbIIE, YEM IIPU BBIYHUCICHUH
KOPPENSIUOHHON (QYHKIUH. DTO 00BICHSIETCS OOJIBIIUM
KOJIMYECTBOM OIEpanuii, a UMEHHO — HEOOXOANMOCTHIO
CHHTYJISIPHOTO PA3NIOKEHUS KKIONH MATPHUIIBI MUKCEIOB
«CKOJIB3SIIIET0» OKHA.

OpnHaKo 3TH orleparnuy MOTyT OBbITh BBITIOJHEHBI 3a0J1a-
TOBPEMEHHO, Ha JTane MpeanoJeTHOH noarorosku bJIA
(cutyanus 3). Torna B 3anomuHatomem ycrpoiictse bJIA
OyneT 3arpyxeHo He uppoBoe n300pakeHne MECTHO-
CTH TIOCIIE ONepannii MOHOXPOMATH3AIMN U HOPMUPOBKH
(puc. 2), a 3HAUCHUS JIEBBIX M MPABBIX CHHTYJISPHBIX BEK-
TopoB —U{ 1 V|, BEIUUCICHHBIX JUISl K&XKIOTO JUCKPETHOTO
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Ta6auya 2. OueHka ObICTPOACHCTBHS AITOPUTMOB TIPH 3arPy)KEHHOM «ITAJIOHHOMY H300paXeHUH, C

Table 2. Evaluation of algorithms performance with loaded “reference” image

Pa3mep okHa, mukcesnoB
Anroput™
40 x 40 70 x 70 100 x 100
Koppensnus [Tupcona 20,9 31,6 46,9
NMMyHOKOMIIBIOTHHT 23,8 36,0 52,7

Ta6auya 3. OueHka OBICTPOJCHCTBYSI AITOPUTMOB TIPH 3aTPY)KEHHBIX CHHTYJISIPHBIX BEKTOpax, ¢

Table 3. Evaluation of algorithms performance under loaded singular vectors, in s

Pa3mep okHa, MTUKCEIOB
Anroput™
40 x 40 70 x 70 100 x 100
Koppensnus [Tupcona 20,9 31,6 46,9
MMMyHOKOMIIBIOTHHT 0,91 2,12 2,70

HIOJIO’KEHUS «CKONB3SIIIETO» OKHA. Pe3ynmbraTsl pacueTos
JUIsL CUTYallut 3 NIPEeACTaBIIeHbl B Ta0I. 3.

W3 pe3ynsTaToB pacueToB CleAyeT, 4To IpenoopadoTka
9TaJIOHHOTO N300pa’keHNsI TI03BOJIMIIA HA TIOPS/IOK YBEIIH-
YUTh OBICTPOJCHCTBHE AJITOPUTMA UMMYHOKOMITBIOTHHTA.
Tax mpu pa3mepax okHa 100 X 100 mukcenos, ObICTpPO-
JIefiCTBHE alTOPUTMa COCTABIISIET €ANHUIBI CeKyH . Ha
MIPAaKTHKE 3TO MO3BOJISIET B MpoOLEcce IojeTa 0ojee 4acTo
OCyIIECTBIATh HaBUranuio bJIA 6e3 cymiecTBeHHBIX BbI-
YHCINTEIbHBIX 3aTpar.

3akaouenne

Takum 06pa30M, PE3YyIbTaThl UCCICAOBAHUSA TTOKA3bI-
BArOT, 4YTO UCIIOJB30BAHUC MTPEATIAracMoro aJroputMma B

Jluteparypa
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B ycnoBusix Apkruku // EBpasuiickuii Coro3 Yuensix. 2016. Ne 31-1.
C. 63-66.

2. Wells D., Beck N. Guide to GPS positioning. Canadian GPS Assoc,
1987. 600 p.

3. boukapeB A.M. Koppe/sIHOHHO-9KCTpeMaIbHble CUCTEMBI HaBUTa-
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Ne 10(171). C. 71-83.

7. Marinho L.B., Rebougas Filho P.P., Almeida J.S., Souza J.W.M.,
Souza Jr A.H., de Albuquerque V.H.C. A novel mobile robot
localization approach based on classification with rejection option
using computer vision // Computers & Electrical Engineering. 2018.
V. 68. P. 26-43. https://doi.org/10.1016/j.compeleceng.2018.03.047

8. Murray D., Little J.J. Using real-time stereo vision for mobile robot
navigation / Autonomous Robots. 2000. V. 8. N 2. P. 161-171. https:/
doi.org/10.1023/A:1008987612352

9. Lulio L.C., Tronco M.L., Porto A.J.V. JSEG-based image
segmentation in computer vision for agricultural mobile robot
navigation // Proc. of the IEEE International Symposium on

HABUTAIMOHHBIX CHCTEMax IMO3BOJISIET B psiJie ClydaeB
06eCHe‘iI/ITI) HaBHUTallUIO 6eCHl/UIOTH])IM JICTATCJIbHBIM alllia-
paroM Ha MECTHOCTH Ha OCHOBE METOJIOB KOMITBIOTEPHOTO
3penus. [t ATOro TOMONPHUBS3KY HEOOXOIMMO OCYIIeCT-
BJIITH B TeX pallOHax, KOTOPbIE MMEIOT BU3yaJbHO pa3Jiu-
YMMBIE TTATTEPHBI — JIOPOTH, PEKH, CTPOCHUSI, HACEIICHHBIC
MYHKTHI U T. 1. [Ipy 5TOM, IO CPaBHEHMIO ¢ U3BECTHBIMH
METOJ]aMH, MPEAJIOKEHHBIH aITOPUTM 00JIa/1aeT BBICO-
KUM OBICTPOIEHCTBHEM TIPH COMTOCTABUMOM TOYHOCTH, H,
KaK cJe/CTBHE, 00eCTIeunBaeTCsl SHEPTOdIPPEKTUBHOCTH
OGOpPTOBBIX YCTPOUCTB OECIMIIOTHBIM JIETATENILHBIM allla-
parom.

JlanpHeiinmue uccnenoBanus OyayT HamnpaBieHbl Ha
CHSITHE OIMCAHHBIX B pab0Te OrpaHUUYCHHUH.
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AHHOTANMSA

BBenenme. B pabore mpencraBieHa KOHIEMIUS TOYEYHOTO aMIUTUTYIHOTO JAaTYWKa PErHMCTPALMU CMEIlEHUs
TeOTeKCTHIISI — CHHTETHYECKOI TKaHHU, apMHUPYIOLIEH re0TeXHUIECKHe COOpyKeHHs, moao0HbIe 1ambe. [IpuMenenne
CHCTEM HETPEPHIBHOTO KOHTPOJISL COCTOSTHUS CTPOUTENIBHOM KOHCTPYKIIMHU, OCHOBAHHBIX Ha MJIE€ «YMHOT0» I'€0TEKCTHIIS,
MOJKET 3HAYUTENBHO MOBLICUTH 0€30MacHOCTh 00BEKTA, MPETYNPEkKAasi 0 HEOOXOAUMOCTH MPOBEAECHHS BHEIUIAHOBBIX
PEMOHTHBIX pabOT, BOSHUKHOBEHUH aBAPUITHON CHUTyaIlMd ¥ HEOOXOAUMOCTH CPOYHOTO MPEKpPaNIeHHsI SKCIITyaTaI[in
00BeKTa, 9BaKyallnu MepcoHasa wiu HaceneHns. OIeHeHbl BO3MOXHOCTH CYIMIECTBYIONIHX TEXHUIECKUX PeIIeHHI
JIaTYUKOB CMelleHus. M3BecTHO, 4TO CyIIEeCTBYIOMINE CHCTEMbl MOHUTOPHHI'A, UCIIOJB3YIOLINE JATYUKH HAa BOJIOKOHHBIX
OPOATTOBCKUX PEIIeTKaX, He IPIMEHIMBI B CITydae ¢ TeOTEKCTHIIEM. DTO 00yCIIOBIEHO OOJIBIION MOATINBOCTEIO TPYHTA
1 NMPAKTUYECKUM OTCYTCTBHEM B TPyHTE YIpyroi nedopmaruu. Kpome Toro, 1aTdynky Ha BOJIOKOHHBIX OpITTOBCKUX
peleTKkax 3HaUUTEIbHO JOPOKE B IPOU3BOACTBE 110 CPABHEHUIO C TEJICKOMMYHUKALIMOHHBIM ONTUYECKUM BOJIOKHOM.
MeTtox. OHOMOOBOE BOJIOKHO B UyBCTBUTEIHLHOM 3JIEMEHTE 00pa3yeT OJ[HY WIIH HECKOJIBKO METelThb, 3a)KaThIX MEXITY
MOJIBIKHBIMH YTIOpaMH, IPUKPETIIEHHBIMH K KOPITYCYy ¥ K MOABMKHOMY akTuBatopy. [Ipn Makponsrude apMupyromero
OIITOBOJIOKHA ITPOMCXOAUT HAPYILIEHUHU TIOJIHOIO BHYTPEHHETO OTPAKEHHs, YTO IIPUBOAUT K aMIJIUTYIHOM MOYJIALUH
n3nydeHnst. Makpons3rud mporopIroHaneH CMENIeHNI0 aKTHBAaTOPa, IMPUKPEIUNIEHHOTO K TeoTeKeTnimo. B padore
MIPUBEICHBl KOHCTPYKIUS, pa3Mepbl YyBCTBUTEIBHOIO JIEMEHTAa U MaTEMaTUYECKUE COOTHOLICHUS Pa3sMEPOB U
XapaKTEePUCTHUK IEMEHTOB KOHCTPYKIINH JUIsi 00paboTKy cHrHasa. Moiens gaTyrka peann3oBana n3 ABS-mmactuka n
ornrroBosiokHa Corning SMF-28. OcHoBHBIE pe3yJIbTaThl. DKCIIEpHIMEHTANIbHAsT yCTaHOBKA JUISl TPOBEPKH MPEUIOKEHHOIH
KOHIIETIIIUU peain3yeT KOHTPOIUPYEMOE CMEIlleHUEe aKTHBATOpa, BBOJ U BbIBOA U3ilydeHus. OnpeneneHs! 3aBUCUMOCTH
BBIXOJHOI MOIIHOCTH OT JuaMeTpa M3ruda ONTOBOJIOKHA B MHTepBasie OT 25 10 11 MM U cMelleHus B mpeaenax
J0 14 MM npu anune BoaHbI u3nyueHns 1550 um. IlokazaHo, 4TO MOTydYeHHbIE 3aBUCUMOCTH MOHOTOHHBI, HA HUX
HNMEIOTCS KBa3UINHEIHbIe yuacTKH. [lomyuenHble Ha Tpadykax meperuOsl Mpy MaloM JuaMeTpe n3rnda onToBOJIOKHA
BO3HMKAIOT B PE3yIbTaTe MHTCHCHBHOTO BBIXOJa M3IIyHYEHHS U3 CEPAIEBUHEI B 000IIOUKY M pacCestHUs B HEH, a mpu
OOIBIIIOM THaMETpe — M3-3a MAJBIX M3THOHBIX moTepb. Obcyxkaenne. [IpoBeneHHbIe HCCIETOBAHMS TOKA3AIHN, YTO
TIPEATIOKEHHBIN JJATINK MO3BOJISIET HAJEKHO (PUKcHpoBaTh cMmemienue 1o 0,5 mM. Pesynbrarsl o6mamaror xopomen
MOBTOPsIeMOCTh0. OTMETHUM, UTO JaTYUK YCTYNAET 110 TOUHOCTH PErUCTpallMU CMELIEHUH IpyHTa, HO [0 CTOUMOCTH
Ha TIOPSIJIOK JCIIeBIIe JaTYMKOB HA BOJIOKOHHBIX OPITTOBCKUX PELIETKAX.
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Abstract

The paper presents the concept of a point amplitude sensor for the registration of displacement of geotextile, a synthetic
fabric that is used to reinforce geotechnical structures such as a dam. The implementation of a system for continuous
monitoring of the structural condition of a building based on the concept of a “smart” geotextile has the potential
to significantly enhance the safety of the structure. Such a system could provide early warning of the necessity for
unscheduled repairs, the occurrence of an emergency situation, and the need for the immediate cessation of building
operations, evacuation of personnel or population. The capabilities of existing technical solutions for displacement
sensors have been evaluated. It is not feasible to apply existing monitoring systems utilizing fiber Bragg Grating
Sensors (FBQ) in the context of geotextile. This is due to the greater pliability of the soil which exhibits minimal
elastic deformation. In addition, FBG sensors are much more expensive in production compared to telecommunication
optical fiber. The single-mode fiber which constitutes the sensing element, forms one or more loops that are placed
between movable stops that are attached to the sensor body and to the movable activator. At the point of macro bending
of the reinforcing fiber, the phenomenon of total internal reflection is disrupted, which in turn gives rise to amplitude
modulation of the radiation. The macro bending is proportional to the displacement of the activator attached to the
geotextile. This paper presents the design, dimensions and mathematical relationships of the sensing element as well as
the dimensions and characteristics of the design elements for signal processing. The sensor model is constructed from
ABS plastic and fiber Corning SMF-28. An experimental setup was constructed to test the proposed concept which
involved controlling the displacement of the activator, the input and output of radiation. The dependences of the output
power on the fiber bending diameter, ranging from 25 to 11 mm, and the displacement, up to 14 mm, at a radiation
wavelength of 1550 nm, were determined. It was demonstrated that the obtained dependences were monotonic and
exhibited quasi-linear plots. The kinks at the small diameter of the fiber bend are caused by two factors: the intensive
radiation output from the core to the cladding and scattering within it; and at the large diameter, they are due to small
bending losses. The conducted studies have demonstrated that the sensor is capable of reliably detecting displacements
up to 0.5 mm. The results exhibited good repeatability. The proposed sensor demonstrated inferior accuracy compared
to FBG sensors. Conversely, at comparable accuracy of ground displacement registration, the proposed sensor was
observed to be an order of magnitude more cost-effective than FBG sensors.
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BBenenue

CormacHo onpezieneHnio «MeXTyHapoTHOTO 00IIecTBa
T€OCHHTETHKI», TEOTEKCTIIIb WIIM TEOCHHTETHIECKNE Ma-
Tepuanbl MPEACTABISIIOT COO0H MIOCKNE, OTHOCUTEIBHO
HETIPOHMIAEMBIE, CIICTIAHHBIC U3 CHHTETUYECKHUX WU MIPU-
POZIHBIX MaTEPHAIOB MOJIMMEPHBIE TOJIOTHA.

3a mocieaHue HECKOIbKO ECATUICTUH 3HAYUTEIBHO
YBEIMYMIIOCH IPUMEHEHHUE T€OTEKCTUIIS B TPaXk1aHCKOM
ctpouTtenbeTse [1-3]. ApMupoBaHue rpyHTa F€OTEKCTHIIEM
TO3BOJIET 3a CUET CBA3U MEXJy apMaTypoil U TPyHTOM CO-
371aTh KOHCTPYKIHH, CIOCOOHBIE IPHHUMATh 3HAYUTEIIbHBIC
Harpy3Kky M yBEJIIMYUTH HECYIIYIO CIIOCOOHOCThH IpyHTa
6e3 nedopmarmu [4]. K mpenmymiecTBaM HCIOIH30BAHUS
TEOTEKCTIIISI MO’KHO OTHECTH HU3KHE 3aTPaThl HA TPOU3-
BOJICTBO U 3aMEHY, IPOCTOE ¢ TEXHUYECKOIH TOUKH 3PCHUS
YCTPOHCTBO, KOMITAKTHOCTb, IIPOCTOTY B TPAHCIIOPTHPOBKE,
OBICTPYIO CKOPOCTh MOHTAaXKa, JOJITHH CPOK CIYXKOBI, a
TaKke HU3KYI0 UyBCTBUTEIBHOCTD K BO3JIEHCTBHIM OKpPY-
Katotelt cpene [5, 6]. IIIupoko ucmonb3yemsblii B CTPOU-
TEJIbCTBE MaTepHall, a TakXKe TEHACHINS CO3JaHUSI «yM-
HBIX» MaTepUajioB U CTPOUTENIBEHBIX 00BEKTOB BIIOXHOBHIIH
YUEHBIX Ha pa3paboTKy «yMHOT0» I€OTEKCTHIIA.

Konmnernmms «ymMmHOTO» TeoTekcTHIs (pHc. 1) moapasy-
MEBaeT BHE/IPEHHE JIaTYMKOB ¥ TEXHOJIOIMI MOHUTOPHHTA

B CaM MaTepHhal WIH B CTPOUTEIHHBINH 00beKT. B camom
MPOCTOM CIIy4ae MOYKHO 3aKPEIIATh BOJIOKOHHO-OMTH-
YeCKHe JAaTYMKHU CMEIICHHS Ha T€OTEeKCTHIIE, KOTOPBIN
YKJIaIbIBACTCSI CIOSIMH BMECTE C TPYHTOM, U TIPH MTOMOIIN
OITOBOJIOKHA COE/IMHSATD JIATYMKH C IIEHTPOM 00paOOTKH
JITAaHHBIX, TEM CaMbIM BECTH YJaJIEHHBIH KOHTPOJIb COCTOSI-
Husi rpyHTa [7]. Takas cucteMa MOHUTOPUHTA aHAJIOTUYHA
TEM, UTO UCTIONIb3YIOTCS [l MOHUTOPUHTA KEIE€3HOA0POXK-
HBIX HACBIIEH ¢ TOMOLIbIO TEOCUHTETUUECKUX MaTepHaoB,
OCHAIIICHHBIX MaTYUKaMU [§], U YKPEIICHUs OTKOCOB C
MTOMOIIBIO0 TEOPEIIETOK CO BCTPOCHHBIM OIITOBOJIOKHOM
[9], ocHOBaHHBIMHM Ha TEXHOJOTHHU PE(PICKTOMETPHUU.
IIprmMeHeHne MOTOOHBIX CHCTEM HEMPEPHIBHOTO KOHTPOJIS
COCTOSIHHSI CTPOUTEIHFHOTO 00BEKTa MOJKET 3HAYUTEIHHO
MOBBICUTH €T0 0€30MaCHOCTh, IPEIyIPexaast 0 He0OXO0 M-
MOCTH ITPOBEICHHUS BHETNIAHOBBIX PEMOHTHBIX PaboT, 100
0 BO3HMKHOBEHHH aBapUIHOI CUTYyaIlK 1 HEOOXOANMOCTH
CPOYHOTO MpeKpalleH s SKCIUTyaTaluy 00bEeKTa U 3Ba-
Kyalli¥ rnepcoHana uiu Hacenenus [10-12].

B HacTosiiee Bpems 7151 KOHTPOJISL COCTOSIHUSI CTPO-
UTEIBHBIX KOHCTPYKIMH MPUMEHSIOT CUCTEMBI, B OCHOBE
KOTOPBIX JIeXkKAaT IaTYUKH CIeAyIouX TunoB [13]: Tenso-
MeTpudeckne [ 14], akycTndaeckue npeodpasosatenu [15],
MOJIEKYIIIPHO-3JEKTPOHHEIE [16] ¥ BOJIOKOHHO-ONITHYE-
ckue [17]. BomokoHHO-ONITHYECKHAE TaTIUKH Pa3ACIIIOT
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Pa3paboTka BONNOKOHHO-OMTUYECKOW CUCTEMbI A1 MOHUTOPWHIa re0TEXHUYECKNX COOPYXKEHWNIA

OIITOBOJIOKHO

JIaTYUK CMEIICHHS
/

T€0TEeKCTUIIb
IIEHTP
o0paboTkm |
JTAHHBIX

Puc. 1. Cxema apMHpOBaHHUS HACHIITH «YMHBIM» T€OTEKCTHIIEM

Fig. 1. Scheme of embankment reinforcement with “smart”
geotextile

Ha ToueuHsle [ 18], pacnpenenennsie [19] n kBazupacnpe-
nenennble [20]. V3 Hux Hanbonee JOCTYITHBIMU SIBIISTFOTCS
BOJIOKOHHO-ONTHYECKHE TaTUNKHU, OCHOBAHHBIE Ha HC-
NOJIb30BaHUH BOJIOKOHHBIX OparroBckux perietok (BBP).
BonokonHo-onTrueckuii qaruuk Ha ocHoBe BPB co3naetcs
KaK OCHOBa HOBOW CHUCTEMbl MOHUTOPHUHTA 3[IaHUN U CO-
OPYXEHHUM, UTO TO3BOJISIET KOHTPOJIUPOBATH OCHOBHbBIE
mapaMeTphl HECYIINX CTPOUTEIBHBIX KOHCTPYKIIUH: JIe-
(hopmanuto, BuOpanuio u remmeparypy [13].

CyIIecTBYIOMIME CHCTEMBI KOHTPOJIS, UCTIONB3YIOMIHE
JaTYuKU Ha ocHOBe BBP, He mpuMeHsI0TCs UIsl KOHTPOJISt
TEOTEKCTHIS. DTO 00YyCIOBICHO TE€M, YTO TPYHT Oojee
MTOJJATIINB, YeM KBapIIEBOE BOJIOKHO, a TAK)XKE B TPYHTE OT-
cyTcTBYeT ynpyras nedopmaiust. Kpome toro, BEP moxxer
3aIMCBIBATHCSI TOJIBKO B OMPEACICHHBIX ((DOTOUYBCTBUTEb-
HBIX) ONTHYECKUX BONOKHax. Kak mpaBmiio, OHM JAOMOJI-
HUTENBHO JIETUPYIOTCS, a TIOTOMY 3HaUUTEIHHO JIOPOKE B
MPOU3BOJICTBE 110 CPABHEHUIO C TEIEKOMMYHHUKAITMOHHBIM
ONTUYECCKUM BOJIOKHOM [21].

B Hacrosmieit paboTe paccMaTpuBaeTCs CO3IaHUE CH-
CTEMBI, KOTOpasi MOTCHITNATIHFHO MOYKET OBITh HCIIOIb30BaHA
JUTSI MOHUTOPHUHTA COCTOSTHUS TEOTEKCTHIIS B TUCTIEPCHBIX
TpyHTaX, KOTOpPBIE TIPEICTABISAIOT CO00H COBOKYITHOCTH
TBEPABIX YACTHI ATEMEHTOB, MEXY KOTOPBIMH €CTh CTPYK-
TypHBIe cBs3H. K TpyHTaM Takoro THUIa OTHOCAT MECOK,
oiaHy, wi win Topd!. Takum 06pa3zoM, BOJIOKOHHO-ONITHYE-
CKHUIl JaT4uK OyJeT MOABEPraThCs MOCTOSHHOMY BIUSTHHIO
arpecCUBHOM M HECTAOMIBHON CPE/bl, YTO MOXKET MpUBE-
CTH K IIOMYTHEHUIO ONTOBOJIOKHA U TIOBPEXKICHHUIO AaTUH-
ka [22]. IlpuMeHeHue CTOIb TOUHBIX JIOPOTUX JATUHKOB
U TIOCTPOCHHBIX Ha HUX CHCTEM MOHUTOPHUHTA, KOTOPHIC
o ce0eCcTOMMOCTH OyIyT CPaBHUMBI C CAMUM T€OTCXHHU-
YECKUM COOPYKEHUEM, MPEJCTABIACTCS IKOHOMHYCCKH
HEBBITOTHBIM.

Lenpro HacTOsIIEH pabOTHI ABISAETCS pa3padoTKa BO-
JIOKOHHO-ONTHYECKON CHCTEMBI JIJIs1 KOHTPOIIS CMEIICHHUS
TEOTEKCTHIIS, KOTOPBIM apPMUPYETCS T€OTEXHUIECKOE COO-
py’KeHHe.

I TOCT 25100-2011 I'pyutsl. Knaccudukanus. Beenen
01.01.2013. M.: U3n-Bo crangapros, 2013. 44 c.

Konuenmus u peajsin3anus BOJIOKOHHO-OINITHYECCKOI0
AaTYUKA 1] MOHUTOPHUHTA

OIHAM W3 OCHOBHBIX CITOCOOOB 3aIIMTHI BOJIOKOH-
HO-OTNITUYECKUX JATIYMKOB U CO3JaHHsI HEOOXOIUMOM CBA3H
MEXKIy TeOTEKCTHIIEM U JJATINKAMH SBISCTCS MPABUIBHBIN
moa0dop MeTo/1a MPOU3BOACTBA U BHEAPCHUS CUCTEMBI [23—
25], Tak Kak HempaBUJbHAs YCTAHOBKA JaTYMKOB MOXKET
3allyCKaTb ME€XaHU3MbI NI€pe€AavIn HAIIPSKECHUA OT I'€OTCK-
CTHJISL K cep/ieBuHe onToBojokHa [25]. Chopmyaupyem
TpeOOBaHUS K pa3padaTbiBAEMOMY YYBCTBUTCIHHOMY 3JIC-
MEHTY ¥ CHCTEME MOHHUTOPHHTA B I[eJ0M. KOHCTpYKITUs
JaTYUKa OJDKHA 00CCIIeYMBaTh HAJIC)KHOE M3MEPCHUE
CMETIIEHHH TeOTeKCTIIIA Topsaka | Mmm. VIMeHHO Bemndu-
Ha CMEIICHHUS CBUIETEIBCTBYET 00 OMacHOM nedopmMannu
COOPYKeHHS, IPEAYIpexIas 0 HeOOXOAUMOCTH TIPOBEIe-
HUSI PEMOHTHBIX Pa0oT.

OTMETHM O0COOEHHOCTH KOHTPOIHPYEMOW CHCTEMBI:
TE€OTEKCTUIIb 00IagaeT 3HAYUTEIHHOMN KECTKOCTRIO MPHU
PaCTsHKEHUU U HYJIEBOH IIPU CKaTUU; B AUCIIEPCHOM IPYHTE
JIOMUHUPYIOT IJIacTHUECKue JedopMaliu, ynpyrue —
MPaKTUYECKH OTCYTCTBYIOT. M3 3TOTO ClieayeT, 4To CoOKpa-
nieHue 1eGopMaIuy TeOTEXHIIECKOTO COOPYIKEHHUS CO
BPEMEHEM U CBSI3aHHOE C HUM CMEIIICHUE KOHTPOIHPYEMO-
TO KOHIIa TEOTEKCTIIIS BIIeBO (puc. 1) mpencraBisieTcs He-
peanucTuyHBIM. Takum 006pa3oM, pa3paboTaHHBIN TaTIHK
JTOJDKEH (PMKCHPOBATH TONBKO YBEIMYCHUE CMEIIICHUS, IPH
9TOM CKOpPOCTH CMEIIICHHS HeBEIHKA.

Koncrpykmus qomkHa o0magate MpoCTOTOW MOHTaXa
YYBCTBHUTEIHHOTO 3JIEMEHTA K MOJIOTHY TEOTEKCTUIS U K
cucteme u3mepenus. CXoxue 1mo Ha3HAuYEHUIO U OCHOBAH-
HbIe Ha pe(IeKTOMETPUHN CUCTEMBI MOHUTOpHUHTA [8, 9]
HUMCHKT HCJOCTATOK, B HUX '-IyBCTBPITeJ'l]:HI:-Iﬁ DJICMCHT (OH-
TOBOJIOKHO) BCTPAMBAETCsI B TEOTEKCTHIIb, UTO JENIAET €ro
TIPOM3BOJICTBO OoJice TPynoeMKuM. [Ipu 3TOM re0TeKCTIITh
TIOZIBEPIKEH PUCKY ITOBPEKICHUS, YIUTHIBAS, YTO IIPH Me-
XaHWYECKOM BO3JICCTBUH MOYKHO CIIOMaTh ONTHYECKOE
BOJIOKHO, ¥ B PE3YyNbTaTe TE€OTEKCTIIIb OyIeT HEIIPUTOICH
JUTSL KCTIOJTB30BaHUSI.

OTMETHM HEOOXOINMOCTE HEBBICOKOW CTOMMOCTH BO-
JIOKOHHO-OTITHYECKUX JTATYUKOB U BCEH CHCTEMBI H3MEpe-
HUS B 11€7I0M, YTO JIOJDKHO 00€CTIeUNUTh MPUMEHEHHE 0100~
HBIX CHCTEM MOHHTOPHHTA 6€3 3HAYUTEIFHOTO YIOPOKAHUS
TEOTEXHUYECKOTO COOPYKEHHSI.

K JOIIOJIHUTEIIbHBIM Tpe60BaHl/IﬂM MOXHO OTHECTH
COXPaHCHHUC HAJIC)KHOCTU KOHCTPYKIUU HA MPOTSHKCHUU
JUTUTEIIBEHOTO BPEMCHH (TOJIOB U JICCSITUIICTHI ) ¥ DKOJIOT U4~
HOCTb [26]. DTH TpeOoBaHUsI 00ECIICYNBAOTCS IPUMECHCHHU -
€M BJIarOCTOMKIX BOJIOKOHHBIX KaOesel, FepMETHIHOCTHIO
BOJIOKOHHO-OTITHYECKOTO aTYHKa, THAPOHOOHBIMI MaTe-
pHuamamMu KOpIyca, a TakKe IPUMEHEHHEM OITOBOJIOKOH,
JUTATEIEHO COXPAHSIONINM ONTHYECKUE XapaKTePUCTHKU.
Heob6xoanmo y4gecTs, 9To 1aT4nk OyJeT HaXOIUTHCS JaIeKo
OT UCTOYHHKA MPUEMa W3IIyYCHHS, TOITOMY €To padboTa
JIOJIKHA OCYIIECTBISATHCS B OKHAX MPO3PAYHOCTH OMTOBO-
JIOKHA Ha JUTMHE BOJHBI A = 1550 HM.

B ocHOBe KoHIENIUU TeKyLIeH pa3pabOTKH JIEHKUT
W3BECTHBIN (PAKT 3aBUCHMOCTH MPOITYCKACMOI MOIITHOCTH
U3IYYCHUS MIPH MAKPOCKOITMYCCKOM U3THOE OMTHYECKOTO
BOJIOKHA [27]. AMIIUTyaHAasE MOAYJIALMS IPUMEHEHA B
Jmargukax BuOpanuu [28, 29].
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YyBCTBUTENBHBIN 3JIEMEHT pa3paboTaHHOTO BOJIOKOH-
HO-OTITUYECKOT0 JaTYhKa MPEACTaBIseT COO0H y4acToK
BOJIOKOHHOT'O CBETOBO/Ia, BHITIOJIHEHHBIH B BUJIC OJIHON MITH
HECKOJIBKHX TI€TEIb, 3aKPEIUICHHBIX Ha OCHOBAaHNH KOPITyca
JlaTYMKa, KOTOPOE MPUKPEIUIAETCSI K KOHTPOIUPYEMOMY
o0bekTy. [IpuHIMIIMANbHAS cXeMa KPEIUICHHUS IToKa3aHa
Ha puc. 2. ONTHYecKoe BOJIOKHO 3aKPEIUIEHO MEX1y KO-
POTKHX M yAJIMHEHHBIX YIIOPOB, KOTOPBIE CITy’KaT Jyist 00e-
CTIeUeHHsI KOHTPOINpPYeMOH eopManni B BUJE MPSIMBIX
YUYaCTKOB B 3aKPETIIIEHHOM 4acTH 1 MOTyKOJIELl TUAMETPOM
d B He3aKpeIICHHONW. DKCIIePUMEHTATIBLHO YCTAaHOBIIEHO,
YTO 71 onTHYeckoro BosokHa SMF-28 u nnuHe BOIHBI
uzinyuenust A = 1550 HM, ipu Auamerpe u3ruda MeHbIIeM,
4yeM dy = 25 MM, U3JIyueHrne Ha9YMHAET MOKHU/AaTh CBETOBO]
1 TIPOMCXOMUT TajieHue MouHocTu. [Ipu cmenennu yno-
POB KpPHMBH3HA ONTOBOJIOKHA YMEHBILACTCS /10 AMaMeTpa
dy (puc. 2, b), KoTopast IPUBOJNUT K HAPYIICHUIO TIOJIHOTO
BHYTPEHHETO OTPAXKEHHUsI, M, KaK CJIC/ICTBHUE, BHIXOAY H3-
JTy4deHUs U3 BOJOKHA M MOTEPE MPOLIECAIIEH MOITHOCTH.
ITo M3MEHEHNIO MONTHOCTH M3IYYCHUS MOXKHO CYyAHUTh O
auameTpe u3ruda BosiokHa. [lodyueHHast 3aBUCUMOCTh
Jutst onrToBosIokHA SMF-28 mipu ytiae BoaHBI A = 1550 HM
MoKa3aHa Ha puc. 3.

2 3

= C_M_GIHe_HZI? L 7}
“///' \l/x 7
A// /; —

Wik 77 .}
45 45

Puc. 2. Cxema KpeIuieHHsI OTITOBOJIOKHA (@) B €TO
nedopmupoBanus (b): 1 — ONTHYECKOE BOJIOKHO;
2, 3 — MOJBUKHBIE YIOPBI; 4, 5 — HEMOABUKHBIE YITOPBI

Fig. 2. Scheme of fiber attachment («) and its deformation (b):
1 — optical fiber; 2, 3 — movable stops; 4, 5 — fixed stops
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Puc. 3. 3aBHCUMOCTb OTHOCUTENBHON cpeaHel mpoxonseit
MOITHOCTH P/Ppax OT AuameTpa usruda d

Fig. 3. Dependence of the relative average passing power
P/Ppax vs. the bending diameter d

Cxema pa3paboTaHHON BOJOKOHHO-OITHYECKOH CH-
CTEeMBI MpejicTaBieHa Ha puc. 4. MznyyeHue ot ucTou-
HUKa HAIpPaBIsIEeTCs K YyBCTBUTEIHLHOMY 3JIEMEHTY IO
OIITOBOJIOKHY /, ycroiunBomy K u3rubam. Ilepexon ot
OTITOBOJIOKHA K YYBCTBUTEIBHOMY 3JIEMEHTY OCYIIECT-
BIIsIeTCs Onaromapst ONTHYECKON po3eTke (), ¢ TIOMOIIBIO
KOTOPOM MPOWMCXOIUT BBIBOJ] CUTHANIa U3 YyBCTBUTEIb-
HOTO 37eMeHTa. UyBCTBUTENBHBIN AIIEMEHT HAXOIUTCS
B KOopmyce nardmka 6. BomokHO pacmonaraercs Ha Kpy-
IJIOM CTOJIEe 5, KOTOPBIM IpeloTBpalllaeT ero rnonajaHue B
30HY JIBIDKCHHS KapeTKH U Mpy>KUH. ONTOBOJIOKHO BHYTPHU
YyBCTBUTEIBHOTO 3JIEMEHTa 00pa3yeT JBEe YacTH: mepe-
JIaloIIyI0 ¥ YyBCTBUTEJIbHYIO. B nepenatoieit yactu us3-
JIy4eHHE MOJBOJUTCS K UyBCTBUTENBHOM U OTBOJIUTCS OT
Hee. YyBCTBUTEIbHAS YacTh NPEACTABISET OO0 OHY
WU HECKOJIBKO MEeTellb ONTOBOJOKHA, KOTOPHIE pa3Mme-
HIEHBI MEXKAY yrnopaMu 5 U 4. YHop 4 KecTKO 3aKperieH
Ha KPYIJIOM CTOJIC, a TTOJABIKHBIC YIOPHI 2 M 3 00pa3yroT
KpeTUICHHUE JUTS BOJIOKHA, TPUCOCTUHEHHOE K TIOIBHKHOM
YacTH BOJOKOHHO-ONITHYECKOTO TaTIHKa.

B nonsukHONM yacTu akTUBATOP 7 OJHUM KOHLIOM CO-
eINHACTCS C KOHTPOJIHPYEMBIM 00BEKTOM, a JPYTUM — C
kapeTkoi 9. Pama § obecrieunBaeT coeMHEHNE MTOIBUKHOM
U HETOABMXHOW vacTeil. [edopmaius Ha U3MepseMOM
O6’I)CKT6 IMPUBOAUT B ABUIKCHHUC aKTUBATOP 7, a C HUM Ka-
petky 9 u ynopst 2 u 3, TeM CaMbIM YMEHbIIIasi KPUBU3HY
ONTOBOJIOKHA. [3ny4yenue, mpouieamiee yepe3 4yBCTBU-
TEJIbHBIN JIEMEHT, PacIIPOCTPAHSIETCs Jallee 0 CBETOBOLY
1 rornasiaet Ha (poronpueMHuK. CurHai ¢ poTonprueMHAKa
00pabaTkeIBaeTCs € IIOMOIIBIO pa3paboTaHHOH IMPOTpaMMEI
Ha TIePCOHAIBHBIA KOMIBbIOTEp. Mozens pa3paboTaHHOTO
TOYEYHOTO aMIUTUTYIHOTO BOJIOKOHHO-ONITHYECKOTO JaT-
ynka BeimonHeHa B mporpamme ACKOH KOMITAC 3D u
Haneuatana Ha 3D-mpunTepe n3 ABS-mmactuka.

10

Puc. 4. Cxema qyBCTBHTEIILHOTO JJIEMEHTA JATUMKA CMEIICHHS:
BHUJI B KOpITyce cBepxy (@) u 6e3 kopiryca cHuzy (b).
1 — ONTOBOJIOKHO, YyBCTBUTEIbHOE K U3rndam; 2, 3 u 4 —
IIO/IBUKHBIE M HEIOJBIKHBIN yHOpSI (puc. 1);

5 — HENOABMWXHBIN YIIOp, KPYIJIBII CTOMT; 6 — KOPILYC
JaT4YMKa; / — aKTHBATOp; § — pama; 9 — MOIBHKHAS KapeTKa,
Nepearoas CMEIIeHUE C aKTHBATOPA K IMOBIKHBIM
ynopawm 2 u 3; /() — ONTHYECKHE PO3CTKH

Fig. 4. Diagram of the sensitive element of the displacement
sensor: view from the top (a) and from the bottom without
sensor body (). I — bend-sensitive fiber; 2, 3 and
4 — movable and fixed stops (equivalent to those in Fig. 1);
5 — fixed stop, round table; 6 — sensor body; 7 — activator;
8 — frame; 9 — movable carriage, transmitting displacement
from the activator to movable stops 2 and 3; /0 — optical
sockets
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Pa3paboTka BONNOKOHHO-OMTUYECKOW CUCTEMbI A1 MOHUTOPWHIa re0TEXHUYECKNX COOPYXKEHWNIA

Jlazep

4y [ MB

DI

K

Puc. 5. llpyHuunuanbHas cxema SKCIIepUMEHTaIbHON
ycraHoBKH (a) U ee GoTorpadus (b): UD — dyBCTBUTETBHBIN
anemenT; OI1 — poTtonprnemnnk; [TK — nepconansHbIH
KomribioTep (610K 00padoTky HHGOpPMALNH);

MB — MHUKpOMeTpUUYeCKUil BUHT, NOAAOIIUH 3aJaHHOE
cmenienue Ha UD; OB — onTuyeckoe BOJIOKHO
Fig. 5. Schematic diagram of the experimental setup («) and
photograph (b): UD — sensitive element; dIT— photodetector;
ITK — personal computer (information processing unit);
MB — micrometric screw that supplies a given displacement to
the sensitive element; OB — optical fiber

DKcnepuMeHTalbHass ycTaHoBKa (puc. 5, b) BKIIIO-
YaeT UCTOYHUK ANEKTPOMarHuTHoro usnydenuss EXFO
FTB-500, pa3paboTaHHBIIl BOJIOKOHHO-ONTHYECKHI JaT-
yuk, Goronpuemuuk Thorlabs PM200 u nepcoHa bHBIN
KOMITBIOTEp /U1 00padOoTKM TaHHBIX. CXeMa TTOJIKIIIOUeHNUS
[OoKa3aHa Ha puc. 5, a.

JKcnepuMeHTabHbIE Pe3yJIbTaThI

OKcnepuMeHTaIbHbIC PE3YAbTATHI TOTYYCHBI IS ATH-
HBI BOJIHBI A = 1550 HM, BBIXO/(HAsi MOLITHOCTh NCTOYHUKA
n3IydeHust Ppax = 5 MKBT, uactora onpoca ¢otonpuem-
Huka v = 95 I'u. Ha puc. 6 noka3aHa 3aBUCUMOCTb OT-
HOCHUTEIBHOU MPOXOIAIICH MOIIHOCTH P/Pp,x OT TIepe-
MEILICHUS X MUKPOMETPHYECKOTO BUHTA, CBSI3AHHOTO C
JIaMeTpoM n3ruda BojokHa d (puc. 1), COOTHOIIEHHEM

x=dy—d,

e dy — MUHHMAJIbHBIN TUaMeTp n3ruda OnTOBOJIOKHA,
MPU KOTOPOM HE BO3HHMKAET MOTEPh MPOXOJISAIIETO U3IY-
YCHUS. BHI/IHHI/Ie IJ_IyMa UCTOYHUKA I/I3J'Iy'-IeHI/I$[ u d)OTO-
IIPUEMHHKA XapaKTePU3yeTCsl BEAMUYNHON OTHOCUTEIbHOU
CPEAHEKBAPATHYHON OIINOKU

AP
8P ="—,
(P)

e (P) — CPEIHSIS MOIITHOCTB, MTOMYYCHHAS 110 POpMYJIe
1n
(Py=—x P
ni=1

rae P; — MOIIHOCTH MPH i-OM U3MEPCHUU; 1 — (PUKCH-
POBaHHOE YHCIIO MOCeA0BaTeNbHbIX u3Mepenuii n = 100;
AP — cpenHekBagpaTHYHAas OMMUOKA, paCCYUTAHHAS B
BUIE:

(P~ (P)’
nn—1)

1,0
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P/Pmax

0,4
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0 4 8 12

X, MM

Puc. 6. 3aBUCUMOCTb CMELIEHHS X OT OTHOCUTEJILHOM cpetHei
MpOXOJIsIeit MOITHOCTH P/Ppyax
Fig. 6. Dependence of the displacement x vs. the relative
average passing power P/Ppax

Ha puc. 6 BUHO, 4TO 3aBUCUMOCTh BBIXOJJHON MOII-
HOCTH OT JMaMeTpa U3ruba ONTOBOJIOKHA MOHOTOHHA, HO
UMEET NEePErudbl IPH djoy, = 14 MM U djigp = 23 MM. DTO
OOBSICHSICTCSI TEM, UTO IIPU MAJIBIX JHUAMETpax U3ruda or-
ToBOJIOKHA (d < djy),) IPOUCXOTUT HAPYIICHUE TTOJTHOTO
OTpa)XCHUS, B PE3yIbTaTe BECh CBET, IIEPEIaBaeMbIil 10
OTITOBOJIOKHY, U3 CEPALIEBUHBI YXOAUT B 000IOUKY, a TIPH
Oompuux (d > dpign) — CBET TONBKO HAYMHACT YXOIUTH U3
CEpPIIEBUHBI B 000JIOUKY.

Bennunna nryma coctaBiiseT okoso 2 MKBT u ipu Ma-
JIBIX MOIIHOCTSIX MOYKET BJIMSITh Ha PE3yJIbTAaThl U3MEPE-
HHUM, HO OHA MOCTOSIHHA 1O a0COJFOTHOM BEJIUYUHE. DTO
YKa3bIBaCT HA TO, YTO YYBCTBUTCIbHBII JIEMEHT HE SIBJISI-
©TCsl ICTOYHUKOM MIyMa; T. €. BKJIJ[ B IIyM JAIOT TOJBKO
WCTOYHHK Y PUEMHUK H3ITyUCHHS. DKCIIEPUMEHTEHI C JIpY-
TUMH 00JIee MOITHBIMU HUCTOYHUKAMH TIOKA3aJTH XOPOIIYIO
MOBTOPSIEMOCTh PE3YJIBTATOB M 3HAYUTEIBHO MEHBITUH
OTHOCHTEIBHBIA YPOBEHB IIyMa. B paboTe mpeacTaBIeHb
Pe3yNbTaThl SKCIIEPUMEHTA, B KOTOPOM HCITOJIB30BAJICS
MeHEe MOIIHBIH UCTOYHHK, KOTOPBI UMHTHPYET yaaleH-
HOCTH BOJIOKOHHO-OTNITHYECKOTO JaTYMKa M BO3MOXKHOCTH
M3MEpEHHS B HEHCANbHBIX yCIOBUAX. TakuMm oOpasom,
pa3paboTaHHass KOHCTPYKIIMSI OTBEYACT MPEAMOIAracMbIM
TPeOOBAHUSAM U MOYKET UCIIOIB30BAThCS JIJIsl ONPEICTICHUS
CMCILICHHS.

3akaouenne

Pa3paboran u peann3oBaH BApHAHT TOYEYHOTO aM-
IUINTYJHOTO BOJIOKOHHO-ONITHYECKOTO JAaTUYMKa KOHTPOJIS
CMCUICHUA, KOTOpBIﬁ MMPUMEHUM JJI1 KOHTPOJIA COCTOAHUSA
T'COTCKCTHIJIA. HpOBeI[eHHLIe HU3MCEPCHUA MTOKazaliu, 4TO
JIaTYMK TI03BOJISIET HAJI)KHO (PUKCUPOBATH CMELIEHHUE 10
0,5 MM. Pesynbrars! 00aiatoT Xopome oBTopsieMOCTBIO.
PazpaboTaHHbIi JaTYNK 3HAUUTEIBHO YCTYIaeT B TOYHO-
CTH TIOJIOOHBIM JaTYMKaM, OCHOBAaHHBIM Ha OP3ITOBCKUX
pelIeTKax v CoCOOHBIM U3MEPATH MUKPOHHbIE CMEIIICHHSI.
OpHakKo 3TOH TOYHOCTH AOCTATOYHO JUISL KOHTPOJIST CMe-
[ICHUI TPYHTA, KPOME TOTO, pa3pabOTaHHBIN MaTUYNK Ha
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MOPAAOK ACHICBJIC 1aTYMKOB Ha BOJIOKOHHBIX 6p3FFOBCKI/IX
PEUICTKAX, 4YTO 00ecIeurBacT ero NEPCIICKTUBHOCTD.
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AHHOTaNMA

Beenenmue. [IpennoxeHn HOBBIH alrOPUTM YNpABICHHUS HEIWHECHHBIMH O0BEKTaMHU C rapaHTUEH HAXOXKICHHS
perynupyemoii nepeMeHHON B 3aJaHHOM MHOXKECTBE B YCIOBHAX apaMETPHUECKON HEOIPEIeIeHHOCTH, BHEITHIX
BO3MYIIEHHUH M BBICOKOYACTOTHBIX ITOMEX B M3MepeHusx. Metod. 3amada pemieHa B jgBa dtana. Ha nepBom stame
MIPUMEHEH JIMHEHHBIH (QMIBTP HIDKHHUX YacTOT JUIsS YCTPAHEHHs BBICOKOUACTOTHBIX COCTABIISIOMINX B U3MEPSIEMOM
curnaie. Ha BTopoM sTame mcrnonbp30BaHO IpeoOpa3oBaHUE KOOPAHMHAT, YTOOBI CBECTH MCXOIHYIO 3a7ady C
OrpaHMYEHMSIMH K 3aj1aue MCCIIE0BAaHHs HA YCTOHYMBOCTB MO BXOJ-COCTOSIHUIO HOBOM CHCTEMBbI O3 OIpaHUYCHHH.
OcHoBHBIEe pe3yabTaThl. Pa3paboTan alroput™M o0paTHOI CBS3M IO BBIXOLY UL HEJTHMHEHHBIX CHCTEM B yCIOBHSX
MapaMeTpUUIECKOi HEONPEeNeHHOCTH, BHEITHUX BO3MYIIIEHNH 1 BBICOKOUACTOTHBIX MOMEX B M3MEPEHUsX. BbInonneno
moznenuposanne B MATLAB/Simulink, pe3ynsrarsl koToporo mnoxasaiu 3QpQpeKTHBHOCTD MPEATI0KEHHOTO aITOPUTMA.
O6cy:xaenue. [IpencraBneHHbIH anropuT™ MOXeT (G PEKTUBHO PelIaTh 3aa4H YIPABICHNS YIEKTPOIHEPTeTHIECKUMU
CEeTSIMU U PSIOM JIPYTHX 2IEKTPOMEXaHWIECKUX CUCTEM TIPH HATWYNH MOMEX B N3MEPEHHSIX.
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Abstract
A new control algorithm for nonlinear plants is proposed, ensuring the controlled variable stays within a given set
under conditions of parametric uncertainties, external disturbances and high-frequency noises in measurements. The
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YnpaBneHue HeNMHENHbIMY 0O bEKTaMN C rapaHTUEN HAXOXOEHUS PETYIMPYEMOL MEPEMEHHON. ..

problem is solved in two stages. In the first stage, a low-pass filter is applied to eliminate high-frequency components
in the measured controlled signal. In the second stage, a coordinate transformation represents the initial problem with
given restrictions as an input-state stability analysis problem of a new system without constraints. An output feedback
algorithm has been developed for uncertain nonlinear systems under conditions of parametric uncertainties, external
disturbances, and high-frequency noise in measurements. Simulations in MATLAB/Simulink are given. The simulation
results show the efficiency of the proposed algorithm. The proposed algorithm can effectively solve control problems
for power systems or electromechanical systems in the presence of measurement noises.

Keywords

nonlinear system, disturbance, noise, the change of coordinates, stability, robust control
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BBenenue

Ha mpakTrke cUCTEMBbI YIIpaBJICHHs] BCET/a MO/IBEpIKe-
HBI BIIMSIHUIO BHEITHUX romeXx. Hanpumep, B cuctemax Bo3-
Oy KJIeHHs TeHEPaTOPOB IEKTPOMArHUTHBIE TOMEXH MOTYT
TIOSIBJIATBCS B ITpoOLiecce NepeKItoueHus. BricokoyacToTHbIE
TIOMEXH BO3HHMKAIOT B CUTHAJIAX M3MEPEHUS YaCTOTHI Bpa-
IIEHUsI POTOPOB Ir'eHepaTopoB. B yciosusix mapamerpuye-
CKOW HEOMPECIIEHHOCTH ¥ BHEUTHHUX ITOMEX pa3paboTka
MIPOCTBIX CHCTEM YIIPABIICHUS SBIISICTCS BaKHOU 3a1adeit
B TEOPUH U TpaKTHKe ympasieHus. s ux pa3paboTku B
9THX YCIOBHUAX MPEITI0KEHO MHOKECTBO PEIICHHH.

B [1-3] pa3paboranbl ajanTUBHBIE HAOTIOAATENHN C
O0nbIIUM KOA(PQUIIMEHTOM YCHIICHHSI B 00paTHOM CBSI3H.
B niepexoanoM mporiecce 3HaueHue K03GUIeHTa ycuie-
HUS BBIOMpAETCst OOJIBIINM, a B CTALIMOHAPHOM — YMEHb-
IIaeTCsl, YTOOBI YACTUYHO PEIIUTH POOIEMY, OTTMCAHHYIO B
paborax [1, 2, 4], korna oleHKa MPOU3BOIHON HAOIFOIATE-
JIS1 MOYKET 3HAUYUTEIILHO TPEBBIIIATh (JaKTHIECKOE 3HAYCHHE
caMo MPOU3BOJHOM.

B [5, 6] nmpemioxkeH pacIupeHHBIA HAOIOIATETh C
OobImmM K03(h(HUITMEHTOM yCHIICHHS. BBEICHBI TOTIOTHH-
TENbHBIC JUHAMUYECKNE 3BEHBS TSI YBEIIMICHUS pazMep-
HOCTH MOJIENH C IeNIBI0 YMEHBIICHNS YyBCTBUTEIFHOCTH
K mymy. B [7] ucrons3oBaH THHEHHBINA (QUIBTP HIKHUX
gactot (PHY) 11t cCHIDKEHHST BO3/IEHCTBHSI BRICOKOYACTOT-
HOTO IIyMa Ha BBIXOJHOW CHUTHAJI

B Hacrosiieii paboTe paccMaTpuBacTcs 3ajada, Koraa
M3MEPEHUIO JOCTYIEH TOJIBKO BBIXOIHON CHI'HalI 00beKTa
U MPHUCYTCTBYET BHICOKOUACTOTHBIN IIYM B U3MEPEHHSIX.
OcHoBBIBasiCh Ha paboTax [8, 9], mpeyiokeH MoAUPHIPO-
BaHHBII aJTOPUTM YIIPABICHHS HETHHEWHBIMU 00BEKTaMHU
C TapaHTHEH HAXOXKACHUS BBIXOIHOTO CUTHAJIA B 321aHHOM
MHOKECTBE. BEITIOTHEH aHATH3 HEAOCTAaTKOB IPUMCHEHUS
METO/IOB YIPABJICHHUSA, MPEIIOKEHHBIX B [§], B yCIOBHIX
TMOMeX B M3MEepeHusX. [IpencTaBieH yCcoOBEpIICHCTBOBAH-
HBIIl aJATOPUTM yIpaBieHUs Ha OcCHOBe JinHeliHoro ®HY.
[TpuBenena wuttoCTparys NpUMepoB dPPEKTHBHOCTH pas-
pabOTaHHOTO AJITOPUTMA B COOTBETCTBHH C MOJIY4YECHHBIMU
pe3ynbTaTaMu MOJICINPOBAHUS.

IlocTanoBKa 3agaun

PaccMoTpuM HENMHENHHYIO JUHAMUYECKYHO CUCTEMY

QW) = kRu(p)u(®) + Ay, 1), (M

z(0) = y(1) + (1), 2

rne u € R — curnan ynpasnenus; y € R — neusmepsie-
MBIl BBIXOJHOM curHai; w € R — orpaHuueHHbIN myM;
z € R — m3Mepsiemsblil curHain; f € R — HeusBecTHOE
OrpaHMYEHHOE BO3MYLIEHHE NPH YCIOBUH, uTO |(y, 1)]
< fi s — KOMIIJIEKCHas TIepeMeHHas MpeoOpa3oBaHUsA
Jlarumaca; Q(s) u R,,(s) — HOPMHUPOBAHHBIC TTOIHMHOMBI,
MMEIOIINE HEU3BECTHBIE TTAPAMETPBI, TOPSIIKH IOIMHOMOB
W3BECTHBI U PABHBI 11 U M, R,;;(S) — TYPBUIEBBIN TOJIMHOM;

p= d_ — omneparop nuddepenuupoBanus; k > 0 — u3-
t

BeCTHBIN Koadduiment. O0bekT ynpasienus (1) sBisercs
MHUHUMaJIEHO-(ha30BbIM. Bripaskenue (2) npeacTasiser co-
001 BBIXOJTHOW CHTHAJI C QJUIMTUBHO HAJIOXKCHHBIM ILIYMOM.

Lenb paboTbl — pa3paboOTKa 3aKOHA yIPaBICHUs, ra-
PaAHTHUPYIOIIETO HAXOKJICHNE BEIXOTHOTO CUTHAMA )(f) 00b-
ekrta (1) B MHOXECTBE

Y={peRig<y<yj, A3)

re g(¢) u g(¢) — nenpepbiBHO b depentupyembie pyHK-
uu, g(?), g(t), (1), g(f) — orpaHuyeHs! 1715 11060ro Bpe-
MeHu t. Oynkunu g(f) u g(f) MOryT BHIOMpaThCs paspa-
0OTYMKAMHU, MUCXO/A U3 TPeOOBaHMUI K PabOTE CHCTEMBL.
Hanpumep, B 3aaue ynpasieHNs JIEKTPHUECKAM IeHe-
paropom [10—12] TpeGyercs moaaep>kaHue 4acToTsl M(f) B
3aaHHBIX TIpeaenax o(f) < w(?) < o(f).

Meroa pemienusi. OCHOBHOI pe3yJibTaT

Jnist BeIAesIeHust curnasna y(f) u3 z(f), pacCMOTPHUM JIH-
neinplii ®HY B Bue:

Me(1) = GE(r) + Bz(1), (1) = L&), 4)
me&=[&, &, ....5],L=[0,...,0,1,B=[c"1,0, ...,0]7,
510 0 - 0 0
ol ol 0 « 0 0
G=| 0 ol—!l -~ 0 0 |

0 0 0 !l ol

6> 0wu >0 — mapamerpsl ¢punsrpa; G m B — wma-
TPULBI, UMEIONINE COOTBETCTBYIOLINE PAa3MEPHOCTH;
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L — pa3mepHOCTh MaTpuusl paBHa 1 X r; & — BEKTOp
cocTosHUs (HUIKTPA; (£) — OIEHKA BHIXOJHOTO CHTHANA,
AY(t) = Y(t) — y(f) — ommbKa OLEHUBAHUS BHIXOJHOTO CHT-
Haua.

[TycTh mymMm w mpesicTaBiIeH MyJIbTHIaPMOHNYECKUM
CUTHAJIOM BHJIA

w(t) = ZA sin(ogt + ¢;), (5)
f]

rae A;, ®;, 1 ¢; — aMILIUTY/a, YacToTa U (asza i-if rapmo-
nuku. CornacHo [7], Ay orpaHUY€HO U yIOBIETBOPSET
CIIEAYIOIIEMY HEPABEHCTBY

_ v r 1
lim|A 6
t—>oo| V= lg (/ 1VI+ 0)27\.2 2) ©

rae 0 > 0 — mocraroyHo Manoe gucio. [Tockomeky Ay
MPEACTABISICT OMMUOKY OLIEHKH M OTPaHUYECHO U €CIHU

| (am g(t)>
|Ay| < min| =——=— | TO HCIONB3yETCsI MApAMETP a JUIsl
2

rapaHTHH HAXOX/ICHHS CUTHANA 1(7) B GOTee y3KOM MHOKe-
ctBe. TakuMm oOpazom, y(f) mpuUHAICKHUT Y. 3HAYNT, ecITr
(90 —g(»)
CYIIECTBYIOT TaKkoe «, 4To [Ay| < a < min| ——=—— |, u
2
3aKOH yTIpaBiIeHH (1), 9TO
Y=UpeRyg+a<y<g-a, (7

TO u(?) 1 GEIIBTP (4) 00ECIEYNBAIOT BHIITOTHEHHE IIETIEBOTO
ycmoBus (3).

3ameuanue 1. Beibop mapaMerpa a 3aBUCHT OT Ay.
[lepBoe cmaraemoe B mpaBoif 9acTw (6) OMUCHIBACT OICH-
Ky KadecTBa mofasinenus myma (5) ®HY, roe Benuunna

OIICHKHM 3aBHCHUT OT YacTOT KaKIOH FAPMOHHUKH ®; U Cpe-
1

3a X_ Btopoe cnaraemoe B (6) onmuchIBaeT UCKaKEHUE
o

curHaia y, BeizBanHoe ®HY, u ero BenmuunHa 3aBUCUT OT

A. YMeHbIICHHUE Yrcia A B (4) «CBOAMUTY) JTUHAMHUYCCKUAN
(UIBTP K CTAaTHYECKOMY 3BCHY, 4 YBEIIHMUCHHUE YHCENT 7 U
6 — K YMEHBIIICHHIO TIEPBOTO CIAraeMoro B IPABOM YacTH
(6), a 3HAYNT, ¥ K YMEHBIICHUIO BEJTMYHHBI d.

3amaua FapaHTHH ONPEJIETICHNS CHTHATA j/(t) B 3a/aH-
HOM MHOXecTBe Y mpeoOpasyercs k 3aaade 0e3 orpannde-
HUH, €CITH BOCIIOIBb30BATELCSI TPEOOPa30BaHUEM KOOPAUHAT

(1) = D), 1), ®)

e &(f) € R — nenpepsiBHO-THbGepeHnupyemas GyHKIms
10 BPEMEHH 7, yIOBJIETBOPSIIONIAs CICAYIOIIUM YCIOBHSM:
1) gt) +a<®(e, )<g(f)—anput>0uneg€R;

2) ®(e, {) — HEnpephIBHO-IU(pdepeHIIpyeMas (yHKIHSL

0D(e, 1)
o € U ¢, >0 s mooeIx 1 >0u e € R;
3
oD(e, ¢
3) (e )— orpaHnYeHHas PyHKIHS Ui € U £ > 0.
ot

BbIuncauB MoJHYy0 MPOU3BOAHYIO MO BpeMeHH (DyHK-
uuu y(¢) B (8), momyunm

(00 0\ [ ow, 1)
( o ) (y ot > ®

[TpuBeneM OCHOBHOI pe3yibrar paboThl [8, Teopema
1]. ITycTp st mpeoOpazoBanust (8) BITOIHEHBI YCIOBUS
(1)~(3). Eciu cymiecTByeT Takoi 3aKoH ynpasieHus u(?),
40 pemenue (9) orpaHHUEHo, TO () € 'ya c y Ecnu npu
BHIOpAHHOM 3aKOHE yIpaBICHMs perueHus (9) He orpaHu-
ueHbl, T0 (1) € y

[TycTh BBIOpaH 3aKOH YHpABIEHUS Tak, YTO PEIICHHUE
ypaBHEHU (9) OrpaHUYCHO, T. €. |&(f)| < N mpu J1r000M £, T7Ie
0 <N <co. Torna B cry npeodpasosanust (8) n ycmosus
(1) cnenyer, uto y(£) € Yo = {ZE R: M(1) < y(f) < M()},
rae M(t) = inf {O(e(?), 1)} u M(¢) = sup {D(e(?), £)} mas

[el<N lel<N

mo0bIX £ > 0. ITockonbKy (8) sBIsieTCs B3aMMHO OJIHO3HAY-
HBIM OTOOpakenueM, To M(t) < g(t) —a u M(?) > g(t) + a,
3Haunt, Y, € Y. B

ITycte O(s) = Om(s) + AQ(s). Op(s) aBaseTcs HOp-
MUPOBAHHBIM T'YPBHUICBBIM IMOJUHOMOM CTCIICHU n.
CrnenoatenbHo, degAQ(s) = n — 1. Haiinem npeodpa3oBa-
nust Jlanmaca ot (4) u (1) B BuzE:

¥ R
FO) = s T VO o)+ 0 (10)
m() AQ(s) 1
+ 11
ns) = 0.5 u(s) — Qm()() 0.6 )/\S) e(s), (11)

e €(f) — SKCIOHEHIMAJIBHO 3aTyXaromias (PyHKIHS, 3aBH-
CsIIIast OT HEHYJICBBIX HAYAIBHBIX YCIOBHHU J/(£).

Hatinem obparabie mpeodpazoBanmst Jlamaca ot (10)
(11) m mepenummem (9):

1
—(aq)(g’ ”) (k’iR’”(”)u(r>+cp(r>>, (12)

Og Ou(p)
rae @m(p) = Om(p)(kop + 1); Om(p) — HOPMUPOBAHHBIH
TYPBUIIEB MOJIMHOM CTENeHH n; ¢(f) = _ PP AQP), y(t) +
Qm(p)
A . o OO () + S0 -
0D(e, 1) -
— o — HOBOe Boamytienue. Curnai y(f) u3 Teopemsi 1

orpanmueH. [TockombKy w(f) SIBISCTCS OrpaHUICHHBIM IITy-

MoM U f(y, f) ABNSAETCA HEM3BECTHBIM OTPAaHWMYCHHBIM BO3-

MYIICHHEM, TO IMEEM CIIEIYIOIIee HepaBeHCTBO |¢(7)| < @.
Bgenem 3akon ynpaBieHus:

u(t) =— Onlr) Ke(v(0), 0, (13)
R, (p)p(up + 1) + by
e p = degQOp(p) — degR(p) > 1; K > 0 — koncranra; i > 0
u b > 0 — MaJple 4ncita, KOTOpbIe BEIONPAIOTCS TaK, YTO
nouHoM s(ps + 1)P-1 + by sasercst rypsunesbiM. C yye-
toMm (13), mepenmmem (12) B Buze:

. {od 0\
8(t)—<—68 )

X<k1< r
(hop + 1) [p(up + 1P + by]

Teopema 2. [Iycms 05 npeobpazosanus (8) ul-
noanenst yeaosus (1)—(3). ns 3a0anneix A > 0, ¢ >0,

(14)

e(t) + (P(D)-
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nw>0ub>0 cywyecmeyrom a >0, 69> 0 u py > 0 ma-
Kue, umo oas Wy > W noaunom s(us + 1)P-1 + bu senn-
emces 2ypeuyesuiM, a makaice 0isi 6o > AG GbINOIHEHO

g(t) —g(t
|Ay| <a< min(L‘g()). Tozoa ons obozo K > 0 3axon
2

ynpaenenus (13), u punomp (4) obecneuusarom gvinonme-
Hue yenegozo ycnosus (3).

Joxka3aTeanbcTBo. [Tockonbky GuiubsTp (4) sBusieTcs
BBICOKOYACTOTHBIM, TO MOYKHO CUUTATh, YTO MG TPECTAB-
nseT co0oif mocTaTouHo Manoe yucio. [lepenumenm (14)
mpu 1L =0 u Ac = 0 B Buze:

— N\l
- 0D(g, 1)
&(n) = (y) (~kKe(2) + ¢(0)). 15)
st ananuza ycroiunsoctu (15) 3amaaum QyHKIHIO

JIsnynosa kak V= 0,5g2. JludpepeHuupys ee 1o BpeMeHH,
MOy 4UM

(6(13(5“, )

€y

) (-kKe? + ge). (16)

PaccmoTpuM crienyromine oreHKu BeipaxkeHus (16):

— -1
{2 5 (B )
Os 2 2kK 2kK
o0, 0\ [ KK_ 1
< (F) < 5 €2+ 2kK(p2 ) < (17)

oAl N
D 1 0]
<k 22ED) L (20E0) 5,
oe 2kK Oe

Pemum nuddepennnansaoe HepaBeHcTso (17), nc-
MI0JIb3Ysl IPUHIMI cpaBHeHus [13]:

— 0, )1 —
® )ekK(EE ) [, 9 (s)

212K 2K2K2

CnenoBarensHo, pemieHue ypasHenus (15) orpanu-
yerHoe. [lepenmmem (14) mpu 0 < p < po u Ac = 0 B BUzE:!

GG *IX
8”(0_( o, ) (19)

- +IP -
X(—ngH(t) _ik? p(’; f;i 1)0)‘ . buu eut) + <p(t)>.

Pemienue auddepenuuanpaoro ypasaenus (19) He-
MPEepPBhIBHO 3aBUCHUT OT mapametpa [. Cormacuo [14, 15,
Teopema 2.2] CYIIECTBYET iy TAKOE, YTO MPH W < [l U AC
= 0 BBIIIOJIHEHO ycoBHE [ — &y < O(W), rae limO(u) =0.

< <V(0) +

O(u)onncmBaeT ACUMITOTHYECKOE noseaeHI/Ie quHKumI
€ — g, npu p— 0. Eciu i 1ocTaTouHO GIIM3KO K HYIIO, TO
|e — &,| MeHBIIIE HEKOTOPOI KOHCTAHTHI, YMHOXKEHHO! Ha
p. B pesymsrare pemenne ypasaenus (19) orpanndeHo.
AHaJOTUYHO TOJydYaeM, 4To NMpH U < [ U AG < Gg
BEITIOJIHEHO ycloBHe [g, — €] < O(Ao), re xlimo O(Ao) = 0.
0 —!

B pesynbprate pemenue ypaBHeHus (14) orpanmue-
Ho. U3 Teopemsr 1 crmenyet, uto orpannuenue (7) Oy-

JCT BBIIIOJHCHO. HOCKOHbe BBIITOJIHCHBI yCJ'IOBl/IH

N g —g(t

(@) —y(f)| <a< mm(L’g()), TO MOYXKHO 00€CTICYUTh
2

BeinonHeHue (3). Teopema 2 nokasaHa.
3ameuanue 2. C yuerom ycnosuit |g, — & < O(kc) u
le — gy| < O(n), u3 Hepasenctra (18) cnenyer, uTo mpu

t — o0 nMeeM |g| < 2 + O(p) + O(Ao). 3HaUNT, MOKHO

VK

YMEHBIINTH 3HAYCHHE |€| B yCTAHOBHUBIIEMCS] PEKUME 32
cuer yBeauueHust K 1 ymeHblneHus | u A. Ecin 3Hauenus
K, A\G 1 L OCTAIOTCSI HEU3MEHHBIMHU, TO B YCTAHOBUBILICM-
csl pekuMe 3HadeHue ¢ 3aBucuT oT (. COTIacHO 3aKOHY
ynpasienust (13), yBennueHne ¢ NpUBE/IET K yBETUICHUIO
u(f) B yCTAaHOBHBILIEMCSI PEIKUME.

3ameuanue 3. Tycts €' = @(z, ). Torna ¢(?), € u u(f)
MOXKHO TIeperucarh B clieyrorieii Gpopme

o) =22 4 L

On(p)
. 0D'(e, 1)
te) -

, -1
é'(t) = (M) %
23 (1)

s p-pwp t 1y —bu o
(—kKs Ok i CO T (t)).

0,.(p)
R, (p)[p(pp + 1)°' + by]

U3 (20) crenyer, 4to ¢’ 3aBUCUT OT W. [TocKonbKy W
SBJISIETCSI BHICOKOYACTOTHBIM IIYMOM, TO €r0 IPOU3BO-
IIHAsl 3HAYHUTENFHO YBEIUYUBAET 3HAYeHUE ¢'. AHau3
YCTOHYMBOCTH MO NEPEMEHHOM &' aHATOTHYEH, KaK B JI0-

0. )f(y )+ w(t) +
(20)

u'(t) = — Ke'(z(0), ). (22)

KazaresbCTBe TeopeMsl 2. [Ipu ¢t — oo, [¢'] < 2 o).

ViK

VBenudeHne @' IPUBOMKUT K YBEIHYEHUIO €', 4TO, B CBOIO
odepesib — K YBEIWYEHHIO 1’ B yCTAaHOBHUBIIEMCS PEKUME.
3HaUNT, HAJTMYHE IITyMa W CIIOCOOCTBYET yBEIMUCHHIO He-
OIIPEAEIEHHOCTH cucTeMbl. Iyt moaep:KaHns CHCTEMBI B
YCTOMYMBOM COCTOSIHUHM KOHTPOJUIEpY TpeOyeTcs pacxo-
JI0BaTh OOJIBIIIE SHEPIUH. YBEIHUCHHE (' TAKKE SIBISCTCSI
NPUYKMHOM, YTO z Oy/IeT OJIMKe K IpaHuLIe, YTO YBEJINYHNBACT
BBIUHCIIUTENbHYIO Harpy3Ky U MHOTJa MOJKET TIPUBECTH K

3HAYUTEIBHBIM OIIMOKAM B MOJCIUPOBaHUU. BBeneHue
¢buneTpa npeobpasyer w B ¢ K hopme }L—Gw, 9TO
(Aop + 1)
SKBHBAJICHTHO IPAMCHCHHIO HU3KOYaCTOTHOTO (HIBTPA K
W, yMeHbIIas TaKUM 00pa3oM 3HaueHue ¢. Brenenne ®HU
HE MCHSICT CTPYKTYpPY 3aKOHA yrpapicHus. OTMETHM, 9TO

ecmu lim O(ho) = 0, T0 3HaueHne O(AG) MOKHO CUHTATH
Ao—0 .
MpeHeOPEIKUMO MAJTBIM I10 CPaBHEHHIO ¢ w. B pesynbrare,

B YCTAaHOBUBIIEMCA PEKMUME 3HAUYCHUE U TOJKHO OBITh
3HAYUTCJIIPHO MCHBIIC, YEM u'.

YucjieHHoe MoaeJUpoOBaHUe

PaccmoTpum 00beKT yrpaBieHus Bujia

(P? + qop)y(t) = u(®) + Ay, 1),
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b

3.6 . : . . .
— M) R
— —a
—a

So

=

36 i i i i i

0 10 20 30
t,c

200

u(t)

-200

— 0
— u(?)

0 10

20 30
t,cC

Pucynox. Tlepexoausie mpoueccst mo: Y(£) u y(£) (a); Ay(@) (b); u(t) n /(1) (¢)
Figure. Transient processes by: y(f) and y(£) (a); Ay(?) (b); u(f) and u'(¢) (c)

2(t) = y(0) + w(0),

: d()
A =0,1 +sin(37) + sat (E) (23)

rae sat{-} — QGyHKIUS HACBIICHUS; d(f) — OCIbIA mIyM,
KoTopelit cmonenuposad B MATLAB/Simulink ¢ momormsro
osoka Band-Limited White Noise, /= 2,1. Bo3MoxHbIe
3HaueHHs nmapamerpa B (23) 3agaHBl HEPABEHCTBOM:
-1 < g <1, w(t) = sin(0,5-103¢) + sin(103¢) + sin(10%7),
»(0)=10. .

gta-y

Beibepem ¢ = InT———,a =3, g9 = (4 - 0,01)
y—g+a B
e?+0,01,9g=(20-8,00)e 07 +8,01,K=2,Oulp)=(p +
D2 Ru(p)=1,p=2,b=0,1,1=0,01, 15 = 0,07, (0) = 13.
Torna 3axon ynpasnenus (13), mpeodpazoBaHne KOOpANHAT
(8) u punbTp (4) 3anmmem Kak

_ 2ptDhHp+e
p(0,01p + 1)+ 0,001

oy 400D’ 0,017
$—(20—8,01)e """ — 8,01

PO B £
P 007p 17 00Tp + 1)

Jns ieMoHCTpanuy MPenMyIIecTB TPEII0KEHHOTO B
HACTOSIICH pabOTe PEIICHHUS, PACCMOTPUM aIroput™ [8] ¢
TEMH JKe€ TIapamMeTpaMu. 3aKoH yrpasieHus (22) u npeod-
paszoBanue koopauHart (21) OyayT UMeTh BT

, 20+ DH(p+ 1)
u =—- €,
p(0,01p+ 1)+ 0,001

1y (4=0.0De" 0,01 -2
z—(20-8,01)e "~ 8,01

’

Ha pucynke, a, b BUIHO, 4TO MAKCUMAIIbHOE 3HAYEHUE
Ay paBHo 3, u 3akoH ymnpasienus (13) obecrieunn y(f) € Y.

9() —g(®)
2

VYenosue |Ay| < a < min( BEITIONTHEHO, KOT/Ia

¥(f) € Y npu mobom Bpemenu ¢ > 0. U3 pucyHka, ¢, BUj-
HO, YTO C MOMOMIBIO0 GuiIbTpa (4) HE TONBKO MCKIIOYEHBI
HEKOTOPBIE BBICOKOYACTOTHBIE KOMITOHEHTHI U3 ', HO H
YMEHBIICHO 3HAYECHHUE U/ B YCTAHOBUBIIIEMCS PEXKHME.

3akJ/oueHne

B pabore mpeiokeH HOBBI aIrOpuTM YIpaBICHHS
HEJIMHEIHBIME 00bEeKTaMH, rapaHTHPYIOLIUH oIpe/elie-
HHUE peryaupyeMoi NepeMeHHOH B 3aJJaHHOM MHOXECTBE.
Pe3synbrar noucka ocyIecTBIEH B YCIOBUSX MapaMeTpuye-
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CKHX HEOIPEIeJICHHOCTEM, BHETHUX BO3MYILIEHUI U BBICO-
KOYaCTOTHBIX IIIYMOB B U3MEPEHUSX HA OCHOBE JIMHEHHOTO
(bwIbTpa HIKHUX YaCTOT M HEITMHEHHOTO TIPeoOpa30BaHus
KOOpJMHAT. BhINoMHEH aHaIu3 NpeuMyIlecTB IpuMeHe-
HUS NIPEICTAaBICHHOTO METO/JA yIIPABIEHUS B YCIOBUIX
ITOMeX B M3MEpeHUsX. Pa3paboTaHHBIN alTOPUTM 3aMETHO

Jluteparypa

1. Boizot N., Busvelle E., Gauthier J.P. An adaptive high-gain observer
for nonlinear systems // Automatica. 2010. V. 46. N 9. P. 1483—1488.
https://doi.org/10.1016/j.automatica.2010.06.004

2. Sanfelice R.G., Praly L. On the performance of high-gain observers
with gain adaptation under measurement noise // Automatica. 2011.
V. 47. N 10. P. 2165-2176. https://doi.org/10.1016/j.
automatica.2011.08.002

3. PrasovA.A., Khalil H.K. A nonlinear high-gain observer for systems
with measurement noise in a feedback control framework // IEEE
Transactions on Automatic Control. 2013. V. 58. N 3. P. 569-580.
https://doi.org/10.1109/TAC.2012.2218063

4. Vasiljevic L.K., Khalil H.K. Error bounds in differentiation of noisy
signals by high-gain observers // Systems & Control Letters. 2008.
V. 57. N 10. P. 856-862. https://doi.org/10.1016/j.
sysconle.2008.03.018

5. Wang L., Astolfi D., Su H., Marconi L., Isidori A. Output stabilization
for a class of nonlinear systems via high-gain observer with limited
gain power // IFAC-PapersOnLine. 2015. V. 48. N 11. P. 730-735.
https://doi.org/10.1016/j.ifacol.2015.09.276

6. Astolfi D., Marconi L. A high-gain nonlinear observer with limited
gain power // IEEE Transactions on Automatic Control. 2015. V. 60.
N 11. P. 3059-3064. https://doi.org/10.1109/TAC.2015.2408554

7. Furtat 1.B., Nekhoroshikh A.N. Robust stabilization of linear plants
under uncertainties and high-frequency measurement noises // Proc.
of the 25t Mediterranean Conference on Control and Automation
(MED). 2017. P. 1275-1280. https://doi.org/10.1109/
MED.2017.7984293

8. Furtat I.B., Gushchin P. Nonlinear feedback control providing plant
output in given set // International Journal of Control. 2022. V. 95.
N 6. P. 1533-1542. https://doi.org/10.1080/00207179.2020.1861336

9. Furtat I.B., Gushchin P.A., Huy N.B. Nonlinear control providing the
plant inputs and outputs in given sets / European Journal of Control.
2024. V. 76. P. 100944. https://doi.org/10.1016/j.ejcon.2023.100944

10. Wen X., Furtat I.B. Nonlinear feedback control based on a coordinate
transformation in multi-machine power systems // Cybernetics and
Physics. 2023. V. 12. N 2. P. 157-161. https://doi.org/10.35470/2226-
4116-2023-12-2-157-161

11. Kundur P. Power System Stability and Control. New York: McGraw-
Hill, 1994. P. 17.

12. Wang Y., Guo G., Hill D.J. Robust decentralized nonlinear controller
design for multimachine power systems // Automatica. 1997. V. 33.
N 9. P. 1725-1733. https://doi.org/10.1016/S0005-1098(97)00091-5

13. Khalil H.K. Nonlinear Systems. Upper Saddle River: Prentice Hall,
2002. P. 102.

14. Bauer S.M,, Filippov S.B., Smirnov A.L., Tovstik P.E., Vaillancourt R.
Asymptotic Methods in Mechanics of Solids. Springer Nature, 2015.
P. 89. https://doi.org/10.1007/978-3-319-18311-4

15. BacunbeBa A.b., Byty3oB B.®. AcuMnToTH4eckue pa3ioKeHus pe-
LIEHHH CHHTYJISPHO BO3MYILIEHHBIX ypaBHeHui. M.: Hayka, 1973.
C.27.

ABTOpBI

Baub Croausn — acnupant, Yausepcuter UTMO, Cankr-IletepOypr,
197101, Poccuiickas @eneparms, https://orcid.org/0000-0001-8676-6696,
xuecheng.wen@outlook.com

®yprat Urops BoprcoBuy — 10KTOp TEXHUYECKUX HAyK, podeccop,
npogeccop, Yausepcurer UTMO, Canxr-ITerepOypr, 197101, Poccuiickast
Denepaliyis; pyKOBOAUTENb NOAPA3ICICHNU, IABHBIH HAYYHBIH COTPY.I-
HUK, THCTUTYT nipo0biem MarmHoBeaeHus POCCHIICKOI akaieMnuy Hayk,
Canxr-IlerepOypr, 199178, Poccniickas deneparus, s¢ 36349158600,
https://orcid.org/0000-0003-4679-5884, cainenash@mail.ru

Cmamws nocmynuna 6 pedakyuio 22.06.2024
Ooobpena nocne peyenzuposarus 20.08.2024
Ipunsma x nevamu 25.09.2024

CHU)KAET BIMSIHUE BHICOKOYACTOTHOTO IIIyMa Ha Peryaupy-
EMBIil CHTHAJI U SHEPronoTPeOICHUE CUCTEMBI YIIPABIICHHS.
PesynbraTel MonmeaupoBaHus moka3aiu 3QpPeKTUBHOCTh
MPEAJIOKEHHOIO aJrOpUTMa U MOATBEPIUIN TeOpEeTUYEe-
CKHE BBIBOJIBL.

References

1. Boizot N., Busvelle E., Gauthier J.P. An adaptive high-gain observer
for nonlinear systems. Automatica, 2010, vol. 46, no. 9, pp. 1483—
1488. https://doi.org/10.1016/j.automatica.2010.06.004

2. Sanfelice R.G., Praly L. On the performance of high-gain observers
with gain adaptation under measurement noise. Automatica, 2011,
vol. 47, no. 10, pp. 2165-2176. https://doi.org/10.1016/j.
automatica.2011.08.002

3. Prasov A.A., Khalil H.K. A nonlinear high-gain observer for systems
with measurement noise in a feedback control framework. /EEE
Transactions on Automatic Control, 2013, vol. 58, no. 3, pp. 569-580.
https://doi.org/10.1109/TAC.2012.2218063

4. Vasiljevic L.K., Khalil H.K. Error bounds in differentiation of noisy
signals by high-gain observers. Systems & Control Letters, 2008, vol. 57,
no. 10, pp. 856-862. https://doi.org/10.1016/j.sysconle.2008.03.018

5. Wang L., Astolfi D., Su H., Marconi L., Isidori A. Output stabilization
for a class of nonlinear systems via high-gain observer with limited
gain power. [FAC-PapersOnLine, 2015, vol. 48, no. 11, pp. 730-735.
https://doi.org/10.1016/j.ifac0l.2015.09.276

6. Astolfi D., Marconi L. A high-gain nonlinear observer with limited
gain power. /[EEE Transactions on Automatic Control, 2015, vol. 60,
no. 11, pp. 3059-3064. https://doi.org/10.1109/TAC.2015.2408554

7. Furtat I.B., Nekhoroshikh A.N. Robust stabilization of linear plants
under uncertainties and high-frequency measurement noises. Proc. of
the 25th Mediterranean Conference on Control and Automation
(MED), 2017, pp. 1275-1280. https://doi.org/10.1109/
MED.2017.7984293

8. Furtat 1.B., Gushchin P. Nonlinear feedback control providing plant
output in given set. International Journal of Control, 2022, vol. 95, no. 6,
pp. 1533-1542. https://doi.org/10.1080/00207179.2020.1861336

9. Furtat L.B., Gushchin P.A., Huy N.B. Nonlinear control providing the
plant inputs and outputs in given sets. European Journal of Control,
2024, vol. 76, pp. 100944. https://doi.org/10.1016/j.
ejcon.2023.100944

10. Wen X., Furtat I.B. Nonlinear feedback control based on a coordinate
transformation in multi-machine power systems. Cybernetics and
Physics, 2023, vol. 12, no. 2, pp. 157-161. https://doi.
org/10.35470/2226-4116-2023-12-2-157-161

11. Kundur P. Power System Stability and Control. New York, McGraw-
Hill, 1994, pp. 17.

12. Wang Y., Guo G., Hill D.J. Robust decentralized nonlinear controller
design for multimachine power systems. Automatica, 1997, vol. 33,
no. 9, pp. 1725-1733. https://doi.org/10.1016/S0005-1098(97)00091-5

13. Khalil H.K. Nonlinear Systems. Upper Saddle River, Prentice Hall,
2002, pp. 102.

14. Bauer S.M., Filippov S.B., Smirnov A.L., Tovstik P.E., Vaillancourt R.
Asymptotic Methods in Mechanics of Solids. Springer Nature, 2015,
pp. 89. https://doi.org/10.1007/978-3-319-18311-4

15. Vasilieva A.B., Butuzov V.F. Asymptotic Expansions of Solutions of
Singularly Perturbed Equations. St. Petersburg, Nauka Publ., 1973,
pp- 27. (in Russian)

Authors

Xuecheng Wen — PhD Student, ITMO University, Saint Petersburg,
197101, Russian Federation, https://orcid.org/0000-0001-8676-6696,
xuecheng.wen@outlook.com

Igor B. Furtat — D.Sc., Full Professor, ITMO University, Saint
Petersburg, 197101, Russian Federation; Head of Department, Chief
Researcher, Institute of Problems of Mechanical Engineering of the
Russian Academy of Sciences, Saint Petersburg, 199178, Russian
Federation, s¢ 36349158600, https://orcid.org/0000-0003-4679-5884,
cainenash@mail.ru

Received 22.06.2024
Approved after reviewing 20.08.2024
Accepted 25.09.2024


https://doi.org/10.1016/j.automatica.2010.06.004
https://doi.org/10.1016/j.automatica.2011.08.002
https://doi.org/10.1016/j.automatica.2011.08.002
https://doi.org/10.1109/TAC.2012.2218063
https://doi.org/10.1016/j.sysconle.2008.03.018
https://doi.org/10.1016/j.ifacol.2015.09.276
https://doi.org/10.1109/TAC.2015.2408554
https://doi.org/10.1109/MED.2017.7984293
https://doi.org/10.1109/MED.2017.7984293
https://doi.org/10.1080/00207179.2020.1861336
https://doi.org/10.1016/j.ejcon.2023.100944
https://doi.org/10.1016/j.ejcon.2023.100944
https://doi.org/10.35470/2226-4116-2023-12-2-157-161
https://doi.org/10.35470/2226-4116-2023-12-2-157-161
https://doi.org/10.1016/S0005-1098(97)00091-5
https://doi.org/10.1007/978-3-319-18311-4
https://orcid.org/0000-0001-8676-6696
mailto:xuecheng.wen@outlook.com
http://D.Sc
https://orcid.org/0000-0003-4679-5884
mailto:cainenash@mail.ru
htt﻿ps://doi.org/10.1016/j.automatica.2010.06.004
htt﻿ps://doi.org/10.1016/j.automatica.2011.08.002
htt﻿ps://doi.org/10.1016/j.automatica.2011.08.002
htt﻿ps://doi.org/10.1109/TAC.2012.2218063
https://doi.org/10.1016/j.sysconle.2008.03.018
https://doi.org/10.1016/j.sysconle.2008.03.018
https://doi.org/10.1016/j.ifacol.2015.09.276
https://doi.org/10.1109/TAC.2015.2408554
https://doi.org/10.1109/MED.2017.7984293
https://doi.org/10.1109/MED.2017.7984293
https://doi.org/10.1080/00207179.2020.1861336
https://doi.org/10.1016/j.ejcon.2023.100944
https://doi.org/10.35470/2226-4116-2023-12-2-157-161
https://doi.org/10.35470/2226-4116-2023-12-2-157-161
https://doi.org/10.1016/S0005-1098(97)00091-5
https://doi.org/10.1007/978-3-319-18311-4
https://orcid.org/0000-0001-8676-6696
mailto:xuecheng.wen@outlook.com
https://orcid.org/0000-0003-4679-5884
mailto:cainenash@mail.ru

HAYYHO-TEXHUYECKMI BECTHUK MH®OPMALIMOHHBIX TEXHOIOM I, MEXAHVKI 1 OMTUKN

° CEeHTAOPb—OKTAGPL 2024 Tom 24 N2 5 http://ntv.ifmo.ru/ HAYYHO-TEXHMYECKMM BECTHMK
I IITMO SCIENTIFIC AND TECHNICAL JOURNAL OF INFORMATION TECHNOLOGIES, MECHANICS AND OPTICS "Hm“pMA““““HMX IEXH“"“[““, MEXAH“K“ “ n"]“m
September—October 2024 Vol. 24 No 5 http://ntv.ifmo.ru/en/
ISSN 2226-1494 (print) ISSN 2500-0373 (online)

HOBbIE MATEPUAJIbl U HAHOTEXHOJ10I MW
MATERIAL SCIENCE AND NANOTECHNOLOGIES

doi: 10.17586/2226-1494-2024-24-5-751-757
VJIK 541.64:539.2

Buusinne kayecTBa PacTBOpPUTEIA
Ha TPUO0JIOTHYECKHE CBOHCTBA MOJUMEPHBIX HIETOK
Hean Bacuiabesny Jlykues!™, Mpan Bukroposnu Muxaiisios2, Ouer Biagnmuposuu Gopucos?

1.3 Vausepcurer UTMO, Canxr-ITerepOypr, 197101, Poccuiickas Meneparust
L.2.3 luCTUTYT BBICOKOMOJIEKYIISIPHBIX coenenuii Poceuniickoi akanemun Hayk, Cankr-ITetepOypr, 199004,
Poccuiickas ®eneparus

! ivan.lukiev@mail.ru*<, https://orcid.org/0000-0003-3022-0496
2 georg_om@mail.ru, https://orcid.org/0000-0001-5591-1002
3 oleg.borisov@univ-pau.ft, https://orcid.org/0000-0002-9281-9093

AHHOTaNMA

Beenenne. [lonumepHsie METKH, Kak Mozm(bl/lul/lpy}omne MMOKPBITHS, 3HAYUTEILHO YIy4YLIaroT Tp1/160nornquKMe
CBOICTBA PA3JIMUHBIX KOHTAKTUPYIOILUX TOBEPXHOCTEN. TpeHune, KOTOpoe BOSHUKAET ITPH HAJIOKEHUH BHELLIHEN HArpy3Ku
1 JIaTePabHOM CABUTE TIOJMMEPHBIX IETOK APYT OTHOCUTEIBHO JIPYTa, ONPEeIeTcsl UX SHePrHUel B3auMoAeHCTBHSA U
TTyOWHON B3aMOTIPOHUKHOBEHHS. ECITH MeTKH MoTpy»KeHbI B HU3KOMOJIEKYIISIPHBII PaCTBOPUTEINb, CHITY TPEHHUS MOKHO
PeTyIHpOBaTh, BaphUPys Ka9eCTBO PACTBOPUTEIIS 33 CIET U3MEHEHHS BHEITHNUX YCIOBHH: TeMIIepaTyphl, XHMHIECKOTO
COCTaBa pacTBOpa U T. I1. OTMETUM, YTO TEOPETHUECKUE UCCIIEIOBAHNUSL, IOCBAIIICHHBIC BIUSIHUIO KAUeCTBAa PACTBOPUTEILS
Ha TpUOOJIOTHUECKUE CBOMCTBA MIETOK, MPAKTUYECKN OTCYTCTBYIOT. MeToa. [{ist onpeneseHus BIMsHHUS KadecTBa
pacTBOpUTEIsL Ha B3aUMOACHCTBYUE IIIOCKUX MOJMMEPHBIX IETOK HCIONIb30BATINCH JBa B3aUMOIONOIHSIOIINX ITOX0/1a:
AQHAJINTUYECKUH M YHCIICHHBIA METO/IbI CAMOCOIIIACOBAHHOTO NOJIs. B 000MX city4asix mpUMeHsu1ach KPYITHO3EpHHUCTAsI
MOZeTb TOJINMEPHBIX IETOK. KadecTBO pacTBopuTeNns B MOJENU 3agaBanochk uepes mapamerp dnopu—Xarruuca
B3aNMOJIEHCTBHS TOMUMep-pacTBopuTens. OCHOBHBIE pe3yabTaThl. [I[poBeneHa KOTMYeCTBEHHAS OLEHKA ITHPHHBI
30HBI IEPEKPBIBAHMS, PACITHPAIOIIETO AABICHHUS M CHUIIBI TPEHHUS, BO3HUKAIOMISH TPH COMMKSHUH IIETOK JPYT C JPYTOM.
IIpennoxxeHo TeopeTHUECcKOe ONMMCAHUE CHIIBI TPEHHS B PEKHMME MaJIBIX CKOPOCTEH CABHTra Ha OCHOBE YPaBHEHUS
BpunkMana [uis IByX CKaTbIX IETOK, CKOJIB3AIIUX ApYyT IpoTuB Apyra. Oocy:xaenue. [lokazaHo, 4To Ipu NOCTOSHCTBE
o0mIeli cTereHn MONMMMEePU3alny, IIOTHOCTH MPUBUBKH M CKOPOCTH JIATEPAIHOTO CABHTA IIETOK OTHOCHTEIILHO JAPYT
Jipyra LIMpHHA 30HbI IEPEKPbIBAHUS OJMHAKOBO YOBIBAET C YBEIIMUCHUEM MEKIIOCKOCTHOIO PACCTOSHUSA 110 CTETICHHOMY
3aKOHY HE3aBHCHMO OT KaueCTBa PACTBOPHUTENS. B yCcIOBUSAX CHIBHOIO CXKaTHS IJIOCKMX MOJIMMEPHBIX LIETOK CHJIa
TPEHMS CTPEMUTCS K ONPE/ICICHHOMY MPEASIbHOMY 3HAYEHHIO, B TO BpeMst Kak KOA()(GUIIMEHT TPEHHUs CTPEMHTCS K HYJTIO
B HE3aBUCHMOCTH OT KaueCTBa PacTBOpUTENA. B oOmacti ymepeHHOro naBneHus KO3QQUINEHT TPeHHs CyIECTBEHHO
BO3PACTAET C YMEHBIICHHEM PACTBOPHIMOCTH MPUBUTHIX MOJIMMEPOB IPH OJMHAKOBEIX TPHUIOKEHHON BHEIIHEH HAarpy3Ke
1 COCTaBe IIOCKHX ITOJMMEPHBIX IETOK. AHAIUTHIECKUI METO/ ITOKa3a BBICOKYIO COTVIACOBAHHOCTH C JAHHBIMHU
MIPOBEJICHHOTO YHCJICHHOTO MOZIeIMpoBaHs. [1oirydeHHbIe pe3yIbTaThl HO3BOJISIIOT IPOrHO3UPOBAThH TPHOOIOTHIECKHE
CBOICTBa MOJIMMEPHBIX IIETOK B 3aBUCUMOCTH OT KaueCTBa PACTBOPUTENS U, KaK CIEICTBUE, IPEACKA3bIBaTh BIUSHHIE
BHEIIHUX YCJIOBHH Ha CHITY TPEHUS MEXy MOAU(DHUIUPOBAHHBIMU TOBEPXHOCTSIMHU.
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MOJIMMEPHBIC LIETKU, CHJIa TPEHHUS, METOJ CAMOCOIJIACOBAHHOT'O 110JIS
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Abstract

Polymer brushes, as modifying coatings, significantly improve the tribological properties of various contacting surfaces.
The friction that arises when an external load is applied and the polymer brushes laterally shift relative to each other
is determined by their interaction energy and the depth of interpenetration. If the brushes are immersed in a low-
molecular-weight solvent, the friction force can be controlled by varying the solvent quality through changes in external
conditions, such as temperature, chemical composition of the solution, and so on. It should be noted that theoretical
studies on the effect of solvent quality on the tribological properties of brushes are practically absent. To determine
the influence of solvent quality on the interaction of flat polymer brushes, two complementary approaches were used:
analytical and numerical self-consistent field methods. In both cases, a coarse-grained model of polymer brushes was
employed. The solvent quality in the model was defined through the Flory-Huggins parameter for polymer-solvent
interaction. A quantitative assessment of the overlap zone width, osmotic pressure, and friction force arising when the
brushes approach each other was conducted. A theoretical description of the friction force in the low shear rate regime
was proposed based on the Brinkman equation for two compressed brushes sliding against each other. It was shown
that, with constant total polymerization degree, grafting density, and lateral sliding speed of the brushes relative to each
other, the width of the overlap zone decreases following a power law with increasing inter-plane distance, regardless of
solvent quality. Under conditions of strong compression of flat polymer brushes, the friction force approaches a certain
limiting value, while the friction coefficient tends to zero, independent of solvent quality. In the moderate pressure region,
the friction coefficient significantly increases with a decrease in the solubility of the grafted polymers under the same
applied external load and the composition of the flat polymer brushes. The analytical method showed high agreement
with the data from the numerical simulations. The obtained results allow for predicting the tribological properties of
polymer brushes depending on solvent quality and, consequently, predicting the effect of external conditions on the
friction force between modified surfaces.

Keywords
polymer brushes, friction force, self-consistent field method
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BBenenue

[TomumepHBIe METKH — HAHOCITION, COCTOSIINE U3 TI0-
JUMEPHBIX [IeNeH, OTHIM KOHIIOM XUMHYIECKH TIPUBHUTHIX K
HEMPOHMIIAEMOH MTOBEPXHOCTH. MomuduKanys KOHTaKTH-
PYIOIINX TIOBEPXHOCTEH ITOIMMEPHBIMH IIETKAMH MTO3BOJIS-
€T 3HAYUTEIHHO YIyUIINTh UX TPUOOIOTMIECKHIE CBOWCTRA,
CHHW)Kasl TPEHUE MEKAY MOBEPXHOCTSIMH Ha HECKOJIBKO
nopsiikoB. CHCTEMBI, COCTOSIIINE U3 JIBYX MapajIeIbHBIX
B3aMMOJCHCTBYIOIIMX MTOJMMEPHBIX MIETOK, ITPUBJICKAIOT
K cebe ocoboe BHuManue [1]. Teopernueckue [2—4] u 3kc-
MIepUMCHTAJIbHBIC [5, 6] pabOThI, a TAaKXKE HUCCIICIOBAHUS
C NOMOILbIO KOMIIBIOTEPHOrO0 MoJeaupoBanus [2, 7, 8],
MPEUMYIICCTBEHHO COCPEIOTOUYCHBI HA M3YYCHUH B3a-
WMOJICHCTBYS MMOJMMEPHBIX MIETOK TP UX CXKATHH IO
BHEITHEW Harpy3Koil. Tak, HamprmMep, B padote [7] m3yueHO
BIUSTHUE TTOJUANCIIEPCHOCTH Ha B3aWMOIIPOHUKHOBEHHUE
B CXKaTBIX IMIETKaX. YCTAHOBJICHO, YTO, B OTIMYHE OT MO-
HOAMCTIEPCHBIX INETOK, I7[e MIHPUHA 30HBI B3aUMOIPO-
HUKHOBEHUS YBCIUYMUBACTCS MIPU CXKATHH, JJIST YMEPCHHO
HOJIMIMCIIEPCHBIX IIETOK OHA MPAKTUYECKU HE 3aBUCHT OT
MEXIIIOCKOCTHOTO paccTosHUsA. B ciiydae cuibHO momnu-
JIMCTIEPCHBIX MIETOK UX B3aUMOITPOHUKHOBEHHE CHIKACTCS
MIPU YMEHBIICHUN MEKIUIOCKOCTHOTO paccTosHUs. B pa-
6ote [8] rmokazaHo, YTO C yBEJIMUYCHUEM BHEIITHETO JIaBlie-

HUS K03(D(OUITIEHT TPEHUS MEXKTy B3aNMOICHCTBYIOIINMHI
TUTOCKUMH TIONTMMEPHBIMH IIETKAMH YMEHBIIIACTCS B yCIIO-
BHSX aTepMHUUYECKOro pactBoputens. [lomnmo naBieHus,
B3aMMO/ICICTBHE MOJMMEPHBIX LIETOK, U, KaK CIIEJCTBUE,
BO3HHUKAIOIIEE MEKY HUMU TPEHUE MOXKHO PEryIupOBarh,
H3MCHSAS XUMHUYCCKOE CTPOCHUE ITPUBHUBAEMBIX ITOJIUMEPOB
1 KaueCTBO PaCTBOPUTEIISI, B KOTOPbII OHU MOTPY>KEHBI.
Lenp HAcTOsIIIEH paOOTH — HM3yYCHUC BIUSHHS Kave-
CTBa PacTBOPUTEJISI Ha B3aUMOJICHCTBUE IIOCKUX IOJIH-
MEpHBIX IIETOK, 8 IMEHHO: IIIMPHUHY 30HBI IIEPEKPHIBAHUS,
pacmuparoiiee JIaBleHNe, CHITy TpeHH U Kodddunment
Tpenus. st peanuszanuu 3TOU LEIN UCIONIb30BAHbI TE€O-
peTHYecKre MOAXOAbI, pa3paboTaHHBIE B paMKax aHaJH-
THYECKOi Teopun camocormacoBanHoro momnst (CCIID), n
YUCJIEHHOE MojieTupoBanue MmetonoMm Cxoiitenca—dmmpa.

Mojaeab 1 MeTox

PaccmoTpuM nomumepHyro CUCTEMY, COCTOSIILYIO U3 JIU-
HENHBIX NOJIMMEPHBIX LIETOK, LIENHU KOTOPbIX IIOIPYKEHBI B
HU3KOMOJIEKYJISIPHBIN pacTBopuTesb. Kaxkaas nonumepHas
LENb COCTOUT U3 N OAMHAKOBBIX MOHOMEPHBIX €IUHUIL
(B HacTosmie#t padore N = 500); nenu mpuBUBAIOTCS K
MOBEPXHOCTH C TIIOTHOCTHIO MpUBUBKH G (6 = 0,1), onpe-
JIeJIsIeMOH KaK KOJIMYECTBO IIPUBUTHIX MOJIMMEPHBIX Lieneil
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Puc. 1. Cxemarndeckoe H300paskeHne MOJCTUPYEMOI CUCTEMBI (@) ¥ TpUMEp pacrpeeeHnss 00beMHON O MPUBUTHIX
noauMepos (b).

Q1o — 00BEMHBIC J0JIA IEPBOTO M BTOPOI'O MOJIMMEpPa COOTBETCTBEHHO, (0, — CEPCANHHAas IIJIOTHOCTh HOHHMepHOf/'I CHUCTCMBI,
Z — pacCTOsIHUE OT IMMOBEPXHOCTHU NPUBUBKU

Fig. 1. Schematic representation of the modeling system (@) and the example of volume fraction distribution of grafted polymers (b)
where @, , are the volume fractions of the first and second polymers, respectively, ¢,, is the mid-plane density of the polymer system,
and z is the distance from grafting surface

Ha eIMHULy TUIONIa/Ii MOBEpXHOCTH. Llenu npuBuBainch
K JBYM TIapaJUICITbHBIM II0CKHAM ITOBEPXHOCTSIM, PaCIIONo-
JKCHHBIM Ha paccTossHuM D apyT ot apyra (puc. 1).

Korma mommmepHbIe MEeTKH COMMKAIOTCS Ha JOCTAaTOU-
HOE€ PAacCTOSHHE, TPUBUTHIC [IEMH TPOTHBOIIOIOKHBIX IIIe-
TOK HA4YMHAIOT NiepekpbiBaThes. [lapamerp L npencrasisier
co0O¥ MUPHUHY 30HBI IEPEKPHIBAHNS.

Ju1st onucanusa 3HEpreTuyecko HeCOBMECTUMOCTHU
MOJIEKYJI MOHOMEPHBIX 3B€HbCB IMMPUBUTHIX ueneﬁ u MO-
JIEKyJl paCTBOPUTENISI UCTIOIB30BaThCs mapamerp Diopu—
Xarrunca y, 3HaueHUs1 KOTOporo MeHsuch ot 0 10 1 ¢
marom 0,25.

B kadyecTBe MHCTpYMEHTa MOJECIMPOBAHUS IPUMEHEH
onHorpaaueHTHbIN ynciaeHuslid meton CCII CxoifteHca—
Ommpa. [IpuMeHeHne JaHHOTO METO/A IS HCCIEOBAHMS
TTOJTMMEPHBIX IETOK U €ro alTOPUTM TTOPOOHO OTHCAHBI
B paborax [9—11].

Merton CCII ocHOBaH Ha UCIOJIB30BAaHUHU MPOCTPAH-
CTBEHHOH PCHICTKHU, YYUTBIBACT ITCOMETPHUIO U CUMMETPUIO
paccMarpuBaeMoil cucteMsl. B pamkax metona OmyskiaHue
MOJMMEPHBIX LIeNel OCyIIecTBIsIeTcs Ha KyOudeckoi pe-
meTke. B xoie uTepanmoHHON npoueaypbl NpOUCXOAUT
pacyeT CTaTUCTUYECKON CyMMBI TI0 BCEM BO3MOKHBIM KOH-
(hopMaIHsIM MIPUBUTHIX [ETICH U OCYIICCTBISICTCS MUHIMU-
3amus CBOOOIHOW HEPTUU CUCTEMEBL. Pa3mep suciiku pe-
MIETKU MPUHAT PaBHBIM JIMHEHHOMY pa3Mepy MOHOMEPHOTO
3BeHa a. Kaxxnas saefika MoKeT OBITh 3aHATa MOHOMEPHON
€AMHULIEH WM MOJIEKYJION pacTBOpUTENS. SIueliku pereT-
KU OPTaHU30BaHBI B BHUJE IIOCKUX CIOEB, Mapajlieib-
HBIX K IOBEPXHOCTH MPHUBHUBKH. B mpenenax ogHOTO CI05
Ha paCCTOAHUU Z OT MOBCPXHOCTU NNPHUBUBKHU O6'beMHBIe
JA0JI1 MOHOMEPHBIX 3B€HLBEB U XUMHYECKUH IIOTCHIIMAJI
CYHUTAIOTCA OAHOPOAHBIMHU. B kauecTBe CAUHUIBI NJIUHBI
B paboTe HCMONIB30BaH pa3Mep MOHOMEPHOTO 3BCHA «, B
KauecTBe eIUHULbI SHepruu — kpT, TIe kp — KOHCTaHTa
Bonbimana, 7 — abcolmoTHAs TeMITeparypa.

Pacuetsr CCII BBIIOJHEHBI C TOMOIIBIO MPOrpaM-
MHI sftbox, pa3paboTanHOl B maboparopun GpuzHgecKoit
U KOJUIOMAHON XMMHMH BareHnHreHCKoro yHHUBEpCUTETa
(Hunepmanmpr).

Pe3ysbrarhl U 00Cy:KIeHHE

Koa¢hdunueHT TpeHus | B 00meM cirydae onpeaenm
KaK OTHOIIICHUE CHITBI TPEHUS f MEXKTY JIaTePATbHO CKOJb-
3SIUME JIPYT OTHOCHTENILHO JAPYTa MIETKAMH K HOPMAalib-
HOMY JiaBiieHuIo [1, mpyu KOTOPOM TOBEPXHOCTH MPUBUBKH
COMIKAIOTCS HAa PACCTOSTHHC

D)

1Dy (M

wb) =

Cornacao Teopun bpunkmana [8] nis nporekaemoit

MOJIEJIN TOJIMMEPHBIX IETOK, MOrPY’KEHHBIX B HU3KOMO-

JEKYJISIPHBIN pacCTBOPUTENb, CUJIAa TPEHUS MOXET OBITh
paccunraHa 1o gopmyie [8]:

2 2
D oi(2)03(2)
AD)y=nV] —————"—dz,
2) + 03(2)
0 i ¢
rae | — Kod(hOUIUESHT TpeHus, TPUXOIAIINNACSA Ha OIUH
KOHTaKT MEXIY JIIOOBIMH JByMsI MOHOMEPHBIMU 3BEHBSI-
MHU; V — CKOpPOCTB JIATEPAJIBHOTO CIIBUra MOBEPXHOCTEH
TIPUBUBKH.
Pacnpenenenne o0beMHON TOTH MOHOMEPHBIX 3Be-
HbBEB B 30HC KOHTAKTa MOJUMEPHBIX METOK MOXXHO OITU-
caTh C IOMOILBIO CEPEIUHHOI IIIOTHOCTU @,, = @1 »(D/2)

(puc. 1, b) [8]:

2

P (Przn(z -D/ 2)
z)=—|1+tanh| ———— ||, 3
912(2) 5 [ T (3)
rae I' — unrerpan nepexpsiBanus. I[loactapmss ypaBHeHHe
(3) B ypaBHeHue (2), J1€rko nokasarb, 4To
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n—2
AD) ==, )
Wurerpan nepexpeiBanus I' onpenesnsercs kak

D
r= £ P1(2)Pa(2)dz. )

YpaBuenue (5) MOKET ObITh 3aIIMCAHO YePe3 CePeIH-
HYIO TUIOTHOCTD U IIUPUHY 30HBI IEPEKPHIBAHUS 11IETOK:

I'=kLo3, (6)

e kK — HEKOTOPBIH KO PHUITHEHT MPONOPIINOHATBHOCTH,
KOTOPBII 3aBHCHUT OT cr1oco0a ONpeIeNIeH s ITUPHUHBI 30HbI
nepekpbiBanus. B HacTosmield pabote B naibHeiem mox L
OyzeM MOHMMAaTh YABOCHHBIH MEPBBIf MOMEHT pacIpesierne-
HUA O6’beMHOI>'I J10JIM MOHOMEPHBIX 3B€HBEB, ITPOHUKAIOIIUX
B IIPOTUBOIOJIOKHYIO HIETKY 32 CEpEIMHHOI MIOCKOCTHIO:

D
| ©(2)zdz
L(D)= 2’3’/[)2—

| 9:1(2)dz
D/2

B paGore [12] B pamkax ananutudeckoi Teopun CCIIT
OBLIO MOKAa3aHO, YTO JaHHAsI CKCHIIMHTOBAsI 3aBUCUMOCTD,

L(D) = a*3N2B3D-173, (7)

HE YyBCTBHUTEIIbHA K KaYE€CTBY PACTBOPHUTEIIS, YTO TAKKE
MOJITBEPIKAAETCSI BBITOTHEHHBIM YHCIICHHBIM MOJICIHPO-
BaHUeM (puc. 2).

6x10° 1
b.% . X=0,0
%=0,25
. XZO,S
« x=0,75
~ 5x10° «x=10
S :
~
~
4x10°
102 2102 3x102
D

Puc. 2. lllupuHa 30HBI IEPEKPHIBAHUS B3aUMOACHCTBYIOIIIX
HIETOK, KaK (PyHKIUS MEXKIUIOCKOCTHOTO pacctosHus (N = 500,
o =0,1) B morapudMuieckux KOOpANHATAX.

¥, OTOOpaKaeT IHEPreTHUECKYI0 HECOBMECTHMOCTD MOJICKYII
MOHOMEPHBIX 3BCHLEB IIPUBUTBIX ueneﬁ 1 MOJICKYJI paCTBOPUTCIISA.
Toukamu 0003HAYEHBI JAHHBIC YHMCJIICHHOTI'O MOACINPOBAHUS.
HyHKTI/IpHaﬂ JIMHUS COOTBETCTBYET 3aBUCUMOCTH
L(D) = 0,435N23D-1/3
Fig. 2. Overlapping zone width of interacting brushes as
a function of interplanar distance (N =500, c = 0.1) in
logarithmic coordinates. Dots indicate numerical simulation
data. y represents the energetic incompatibility between the
monomeric units of grafted chains and the solvent molecules.
The dotted line corresponds to the dependence
L(D)=0.435N23D-173

YroObl ONpeieuTh CEPEUMHHYIO TNIOTHOCTh B Pado-
Te [7] npeniokeH cIeayomuil TeOPeTUIECKU mpuem.
IIpennonoxkum, 4To O1HA U3 LIETOK CKUMAETCS HE aHAJIO-
TUYHOMW IIETKOH, a HEMPOHUIaeMo cTeHkoil. Paccunraem
TUTOTHOCTH BO3JIE ATOW CTEHKH Ha paccTosHuu d = D/2 ot
MOBEPXHOCTH ITPUBUBKH:

1o
P = (Po(ﬂb + E J (PO(Z)dZa (8)
d

rae ¢y(z) u Hy — npoduib 00beMHON 10K U TOJILIMHA
HECKaTol IETKU.

IIpoduns @y(z) Haligem HAa OCHOBE MPOQUIT XUMUIE-
ckoro moreHnuana U(z). [Ipu ycIoBUH «CHUIBHOTO», HO
IIPH ATOM T'ayCCOBOTO PACTSHKEHUS MPUBUTHIX 1iemeit B [12]
MOKa3aHo, YTO 3P (HEKTUBHBIN XUMHUCCKHIA TTOTCHIHAT IS
MOJMMEPHBIX IIETOK UMEET MapadbonIecKyo popmy:

3n?
U@ =3
8N?

ITo ompeneneHNI0 XUMAYIESCKUH TIOTCHIIMAT — BapHua-
1Hst IPOQUIIS ITIOTHOCTH OCMOTHYECKOU YacTH CBOOOTHO#M
9HEPIUH f;,;, 10 Npo(uit0 00beMHOMN JOIH:

Ue) finill Po(2)] (10)
Z)=—0" .
39o(2)
OTMeTHM, 9TO OCMOTHYECKast YacTh CBOOOHOM dHEp-
THH OTIpeNiessieTcs Yepe3 00beMHYIO /100 TOIUMeEpa 1
napametp dnopu—Xarruuca:

Jinid®) = (1 =0)In(1 =) + o(1 — @)y — (x — Do. (11)

(H - 22). )

CoBokynHOCTh ypaBHeHHH (8)—(11) mo3BomsieT anamu-
THUYECKH PACcCUUTATh CEPEAMHHYIO IIOTHOCTh Kak (yHK-
M0 MEXIUIOCKOCTHOTO paccTosiHusL. J[aHHas 3aBUCMMOCTb
TaKOKe AEMOHCTPUPYET BBICOKYIO COINIACOBAHHOCTD C pe-
3yJbTaTaMHy MPSIMOTO MOJIEIUpOBaHus (puc. 3, ).

C yuerom ypaBHeHui (6) u (7) cepeuHHas! INIOTHOCTD
TaKKe JAeT BO3MOXKHOCTh PACCUMTATh MHTErPall ePeKPHI-
BaHMA 110 hopmyIte:

I'=02N23D153¢2. (12)

Koa¢dpduuuent 0,2 orBeyaeT HauIydiIeMy COOTBET-
CTBHUIO MEK/Y YHCJICHHBIM U aHAJIUTUYCCKAM METOJaMHU
(puc. 3, b).

PaccunTaem aHaIUTHYECKU 3aBUCHMOCTh PACIIUPAOILIC-
TO JaBJICHHUSI OT MEXKIJIOCKOCTHOTO paccTosiHus [8]:

finid @m(D)]
09,,(D)

B 4HCICHHOM MOJICJIMPOBAHUE PACITHpPATOLIee TaBie-
HHE MOXKET ObITh HANPSMYIO PACCYUTAHO Yepe3 MPOU3BO-
HYH0 CBOOOJTHO# 9HEPriH Ha €IMHHUILY TUIOIIA/1 IPUBUBKH
F(D):

(D) = ¢,,(D) ~Sinid (D)) (13)

OF(D)
o) =——. (14)
oD
OTMeTHM, 4TO 3HAYCHUS PACTIHPAIONICTO JaBICHHUS,
noy4eHHbIC aHaMUTHYeCKH (13) 1 Ha OCHOBE YHCIICHHOTO
mozenuposanus (14) cornacytorcest (puc. 3, ¢).
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Puc. 3. CepenuHHas IOTHOCTD (@), MHTETPaJ NEpeKpbIBanus (b) U pacnuparoliee AaBieHue (¢), Kak QYHKIMHA MEKIIIOCKOCTHOTO
paccTosiHus B JiorapudmMuueckux koopanHarax. TodukaMu 0003HAYCHbI JaHHBIE YHCICHHOTO MOJICTTUPOBAHMS, Ty HKTUPHBIMU

JIMHUSIMHE — aHaInTh4Yeckue 3asucumoctu, N = 500, 6 = 0,1

Fig. 3. Mid-plane density (@), overlap integral (b), and disjoining pressure (¢) as a function of interplanar distance in logarithmic
coordinates. Hereinafter, dots indicate numerical simulation data, dotted lines are analytical dependences, N =500, ¢ = 0.1
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Puc. 4. 3aBucumoctu HpHBeZ{eHHOﬁ CHUJIbI TPEHUA, HpPIXOI[SIH.[efICH Ha €IUHULY TUI0Ma IMOBEPXHOCTU IPUBUBKHU, OT HpPIJ'IO)KeHHOfI

IT

10°

Harpy3ku (paBHOW HOPMAJIbHOMY PACIUPAOIIEMy JaBJICHHIO) B JIOTApU(MUIECKUX KOOPIUHATAX (@) U MPUBEICHHOTO

ko3 ULHEHTA TPEHHUSI OT MPUIIOKEHHOTO HOPMAJIBHOTO CKUMAFOIIETO IETKU JaBJICHUs B JIorapupMuueckux koopauHarax (b)

Fig. 4. Dependences of the reduced friction force per unit area of the grafting surface on the applied load (equal to the normal

expanding pressure) in logarithmic coordinates (a) and the friction coefficient vs. the applied normal compressive pressure
ofthe brush in logarithmic coordinates (b)
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Takum 00pazom, 3aMKHYyTasi CUCTEMa ypaBHEHHMH
(1), (4), (8)—(13) mo3BONSIET AHATUTUYECKU MOITYUUTh 3a-
BHCHMOCTH CWJIBI TPEHHUS U Kod(HuureHTa TpeHus ot
TIPUWIOKEHHOM Harpy3ku. Ypasuenus (2) u (14) omceiBaior
TE XK€ JJaHHbIC U3 YMCICHHOTO MOZIEINpOBaHus (puc. 4).

Wcxons u3 3aBucuMocTelt (puc. 4), MOXKHO clenaTh
BBIBOJI, UTO MPH CHIBHOM CIKaTHH LIETOK CHJIa TPEHHS
CTPEMHUTCS K HEKOTOPOMY HPEeIbHOMY 3HA4YECHHIO, a KO-
3¢ UIIEHT TPEHNS K HyJTIO BHE 3aBUCHMOCTH OT KauecTBa
pacTBOopuTeNst. B 001aCTH YMEPEHHOTO CHKaTHUS IETOK
K0d(h(DUIMEHT TPEHHUS YBEIMUINBACTCS 10 MEPE U3MEHEHHS
KayecTBa PaCTBOPUTENSI OT aTEPMUYECKOTO U Jajiee K TeTa
YCIIOBHSIM M YCJIOBHUSIM IUIOXOTO pacTBopuTes. JlaHHbIe
BBIBOJIbI CIIPABE/UIMBBI ITPH MTOCTOSIHHOM TNIOTHOCTH IPH-
BUBKH ¥ CTETICHH MTOJIMMEPU3aLUH IPUBUTHIX IIETEH, a Tak-
e TpH (PUKCUPOBAHHOI CKOPOCTH JIATEPaIbHOTO CIBUTa
IIETOK OTHOCHUTEIIBHO JIPYT JIpyTa.

Jlnst aHaIMTHYECKOTO pacdeTa BeeX NMPHUBEACHHBIX Xa-
PaKTEpPHUCTHK B3aNMOJCHCTBYIOIIHX IETOK OT KOMOMHAIINN
mapaMeTpoB N, o, y OblTa HarnrcaHa OMOMMOTeKa Ha SI3BIKE
Python!.

I [Dnexrpounslii pecypc]. Pexxum poctyna: https:/github.
com/IvanMikhailovIMCRAS/ascf.git (maTta obpameHnus:
10.06.2024).
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3akJ/iiouenne

C moMoIIbI0 METO/Ia CaMOCOTIIACOBAHHOTO TTOJISI pac-
CMOTPEHO B3aUMOJENCTBUE MTOJTUMEPHBIX LIETOK U3 JINHEH-
HBIX MaKpOMOJIEKYJ B pacTBOpE MPHU Bapualuy KadecTBa
pacTBOpUTENS (aTepMUYECKUN, XOPOIITUH, TETA U TIOXOH).
B ycnoBusx mocTosHCTBA IIIOTHOCTH MPHUBHUBKH, 00MIEH
CTETNECHH MOJMMEPHU3ALNU U CKOPOCTH OTHOCHTEIBLHOTO
JIaTepabHOrO CBUIa IIETOK IMPUHA 30HBI TIEPEKPhIBAHUS
OJIMHAKOBO 3aBHCHUT OT MEKIIOCKOCTHOTO paccTosiHus D
JUlsl Bcex cirydaeB (yObIBaeT 1o cTeneHHomy 3akony —1/3
¢opmyna (7)). B obnacti cHIBHOTO JaBJIEHUsS CHJIa Tpe-
HUSI CTPEMUTCSI K HEKOTOPOMY TIPE/IEIbHOMY 3HAUCHHUIO,
a KO UIIMEHT TPEHNS K HYITIO BHE 3aBUCHMOCTH OT Ka-
YyecTBa pacTBOpUTeNs. B obnactn ymepeHHOTO HaBiIeHUs
Ko3(h(DUIMEHT TPEHUS YBETMUMBAETCSI TIO MEPE YXYAIICHUS
KauecTBa PacTBOPUTENS (YBEITHUCHUS ).

[TonyueHHbIe pe3yIbTaThl IO3BOJSIIOT IIPOTHO3UPOBATH
TPUOOJIOTHUECKIE CBOMCTBA TOJMMEPHBIX IIETOK B 3aBH-
CUMOCTH OT KauecTBa PacTBOPHUTEIS M TaKMM 00pazom
OTKPBIBAIOT BOBMOYKHOCTH YIIPABJICHUS] STUMHU CBOHCTBAMH.
[Tpeanonaraercst nanpHeliee U3y4eHNE BIUSHUS apXu-
TEKTYPBI IPUBUTHIX MaKPOMOJICKYJI Ha B3anMOJIeHCcTBHE
MOJIMMEPHBIX [ETOK ONMUCAHHBIM METOJIOM.
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AHHOTALUA

Bgenenmne. 3aiaua pacro3HaBaHNS MeTaMH()OPMAIUN 3aKJIIOYAETCS B BBISBICHUN M M3BICUCHUH JAHHBIX PA3THIHON
TIPUPOJIBI (pedb, ITYMBI, aKyCTHUECKasl CLIeHa, aKyCTHYeCKHe COOBITHS, aHOMAIIBHBIC 3BYKH) U3 BXOIHOTO ay/IHOCHTHAIA.
CyIIecTBYIOT MOAXOMBI, CIOCOOHBIE 00ECIIeUNTh BHICOKYIO TOYHOCTH paclo3HaBaHUs METaMH(MOPMALUK Pa3InIHON
HPUPOJIBI B ayrio3anucsx. [laHHbIe MOJIENN 9acToO ONMHMPAIOTCS Ha NIIyOOKHE HEHPOHHBIE CETH C YHCIOM 00ydYaeMbIX
napaMeTpoB OoJjiee COTHH MHJUTMOHOB. Kak ciencTBue, Takue MOJEIH HEBO3MOXKHO HCIIOJIB30BaTh B PealbHBIX
KOMMEPYECKHX CHCTEMax, TaK KaK OHM OTPaHMYEHBI B BBIYUCIUTEIBHBIX pecypcax. DTo BIHAET Ha paboTy YMHBIX
YCTPOHCTB, TAKNX KaK MOOMIBHBIE TeTe()OHBI, yMHBIE YAChl, KOOHKH, CUCTEMBI «yMHBIH JOM». OOBIYHO K YMHBIM
YCTpOICTBaM NPEABSIBISAIOTCS CePbe3HbIe TPEOOBAHUS TT0 YHEProd(PpHEeKTUBHOCTH, YTO BIMSAECT HA IPUMEHEHHE TeX
WM WHBIX KOMIIOHEHTOB B COCTaBE€ TAKHMX NMPOAYKTOB. TaKTOBBIE YAaCTOTHI IPOLECCOPOB, OOBEMBI ONEPATHBHOM
1 AUCKOBOH NMaMATH B TaKUX YCTPOWCTBAaX CHIBHO OTPAaHUYEHHI M HE CIIOCOOHBI paboTaTh C HEHPOCETEBBIMU
MOJIEJISIMH C OOJIBIITM YHCIIOM 00ydaeMbIX rmapaMeTpoB. [TogoOHbIe orpaHudeHns: TpeOyIOT MOUCKA BO3ZMOXKHBIX
peuIeHnii, KoTopblie ObI TTO3BOJIMIIM TIPUMEHSATh TEXHOJIOTHH PAaCIO3HABaHUSI MEeTanH(GOPMaIMi B KOMMEPUYECKHX
yCTpOﬁCTBaX. Bo3MOXHBIM pEeHICHUEM MOI'yT CTaThb TaK Ha3bIBAEMbIEC KOMIIAKTHbLIE HeﬁpOCeTeBble MOJEJIHU, KOTOPBIC
3a CYET apXMTEKTYpPhl © MHOT03a/auHbIX aJTOPUTMOB OOyUYEHHs CHOCOOHBI paclo3HaBaTh METaHH(POPMAIUIO B
ayAMO3aMNCAX ¥ UCTIONB3YIOT OTPaHUYEHHOE YNCIIO0 00ydaeMbIX mapaMeTpoB. Kommepueckuii nHTEpec K JaHHOI
3aj1aue COIaCyeTCsl ¥ C 3aMHTEePECOBAHHOCTHIO HAYTHOTO coodmecTBa. Tak, B paMKax MEXIyHapOZHOTO KOHKypca MO
nasBauueM «Detection and Classification of Acoustic Scenes and Events» opranmszatopaMu ObIH c(OPMYITHPOBAHBI
CrienMabHbIe O/3a1a91 — PAcHO3HABAHNE aKYCTHUYECKON CIICHBI IPH HCIIONB30BAaHUH HU3KOPECYpPCHBIX cructeM («Low-
Complexity Acoustic Scene Classification») u nerexunu ayauoco0sitrit («Sound Event Detection with Weak Labels
and Synthetic Soundscapes»). BaxHbIME HCCIETIOBATEILCKUME BOIPOCAMH SIBIISIFOTCS KaK CO3/IaHUE ONTUMAIbHON
APXUTEKTYpPbl KOMIIAKTHONH HEHPOHHON CETH, TaK U aJIrOPUTMOB UX OOyUEHMs Ul MOJYyUYEHUs HU3KOPECYpPCHON
BBICOKOTOYHOM CHCTEMBI paclio3HaBaHUs aKyCTHUECKUX CLIEH U ayauocoObiTHil. MeTtoa. VccnenoBanue BBIOIHEHO
Ha ocHOBe kopryca nannbixX 3agad Challenge «Low-Complexity Acoustic Scene Classification» n «Sound Event
Detection with Weak Labels and Synthetic Soundscapes». [Ipemnoxkena apXxuTekTypa MHOTO3aJaqHON HEHPOHHOMH
CeTH, COCTOSIAs U3 OOIIEro KOAWPOBIINKA M JABYX HE3aBHCHUMBIX JEKOAMPOBIIMKOB ISl KaXKA0i M3 IBYX 3ajad.
PaccmoTpeHs! KitaccHueckre aropuTMbl MEHoro3agaqHoro ooydenus SoftMTL n HardMTL, a Takke pa3paboTaHbl nx
mozudukarn CrossMTL, koTopsle onHparoTcst Ha WSO EePEHCIIONb30BaHNS JAHHBIX OT OJJHON 331a4M IPpU 00ydeHHN
JICKO/IMPOBIIIMKA peraTh BTopyro 3a1ady, 1 FreezeMTL, B nporecce KOToporo o0y4eHHbIe Beca 00IIero KoJUpoBIIHKa
3aMOpPaXKUBAIOTCS MTOCIE O0yUCeHUsI Ha MepBOi 3aa4e U UCIONB3YIOTCS ISl ONTUMU3AIMU BTOPOTO JIEKOTHPOBIIUKA.
OcHoBHBIe pe3yabTaThl. [TokazaHo, uto npumenerne moaudukaimu CrossMTL raetT BO3MOXKHOCTB CYIIECTBEHHO
YBEJIMUHUTH TOYHOCTh KITACCU(DUKAIINT aKyCTUIECKHX CIEH U AETEKINH ayHOCOOBITHI MO CPABHEHHIO C KIACCHUECKUMU
nogxonamu SoftMTL u HardMTL. Anroputm FreezeMTL mo3BosnsieT momy4nuTh MOIENb, IEMOHCTPHPYIOIIYIO TOYHOCTh
knaccuukanyy cueH B 42,44 % u nerexuun coObITHI B 45,86 %, 9TO CpaBHUMO € TIOKa3aTeIsIMH 0a30BBIX pelIeHHH
3agaq 2023 roga. Odcy:xmenne. [Ipennokena KOMIakTHass HEHPOHHAsI CeTh, cocTosimast u3 633,5 ThIc. 00y4aeMbIX
napameTpoB, Tpedyromast 43,2 MiIH apupMETHISCKUX Oneparuil st 00pabOTKH ayJHo JUINHOW B OJHY CEKYHIY.
Monenb ucrnonb3yer Ha 7,8 % MeHble 00y4aeMbIx napameTpoB U Ha 40 % MeHbIe apudMETHUSCKHUX ONepauii mo
CPaBHEHUIO C HAMBHBIM NPUMEHCHUEM JIBYX HE3aBUCUMBIX MO)]GJ'Ieﬁ. Pa3pa60TaHHy}0 MOJ€CJIb MOXXHO IIPUMEHHUTH B
YMHBIX YCTPOHCTBAX 3a CUET yMEHBIIIEHHS YHCIIa 00yJaeMbIX apaMeTPOB U apU(PMETHIECKHX OMepaniii, HeOOXOAUMBIX
JUISL €€ IPUMEHEHUS.

© Cypros M.K., 2024
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Abstract

The task of automatic metainformation recognition from audio sources is to detect and extract data of various natures
(speech, noises, acoustic scenes, acoustic events, anomalies) from a given audio input signal. This area is well developed
and known to the scientific community and has various approaches with high quality. But, the vast majority of such
methods are based on large neural networks with a huge number of weights to be trained. Subsequently, it is impractical
to use them in environments with severely limited computing resources. The smart device industry is currently growing
rapidly: smartphones, smart watches, voice assistants, TV, smart home. Such products have limitations in both processor
and memory. At that moment, the State-of-the-Art way to cope with these conditions is to use so-called low-complexity
models. Moreover, in recent years, the interest of the scientific community in the above-mentioned problem has been
growing (DCASE Workshop). One of the most crucial subtasks in the global meta information recognition problem is the
task of Automatic Scene Classification and the task of Sound Event Detection. The most important scientific questions
are the development of both the optimal low-complexity neural network architecture and learning algorithms to obtain
a low-resource, high-quality system for classifying acoustic scenes and detecting sound events. In this paper the datasets
from DCASE Challenge “Low-Complexity Acoustic Scene Classification” and “Sound Event Detection with Weak
Labels and Synthetic Soundscapes” were used. A multitask neural network architecture was proposed consisting of a
common encoder and two independent decoders for each of the two tasks. The classical algorithms of multitask learning
SoftMTL and HardMTL were considered, and their modifications were developed: CrossMTL, which is based on the
idea of reusing data from one task when training the decoder to solve the second task, and FreezeMTL, in which the
trained weights of the common encoder are frozen after training on the first task and used to optimize the second decoder.
As a result of the experiments, it was shown that the use of the CrossMTL modification can significantly increase the
accuracy of the classification of acoustic scenes and event detection in compare with classical approaches SoftMTL
and HardMTL. The FreezeMTL algorithm made it possible to obtain a model that provides 42.44 % accuracy in scene
classification and 45.86 % accuracy in event detection, which is comparable to the results of the baseline solutions of
2023. In this paper, a low-complexity neural network consisting of 633.5 K trainable parameters was proposed, requiring
43.2 M MAC:s to process one second audio. This approach uses 7.8 % fewer trainable parameters and 40 % fewer MACs
compared to the naive application of two independent models. The developed model can be used in smart devices due
to a small number of trainable parameters, as well as a small number of MACs required for its application.

Keywords
acoustic scene classification, sound event detection, compact models, multitask neural networks, multitask learning,
meta-information recognition, smart devices, neural networks

For citation: Surkov M.K. Low-complexity multi task learning for joint acoustic scenes classification and sound events
detection. Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2024, vol. 24, no. 5,
pp. 758-769 (in Russian). doi: 10.17586/2226-1494-2024-24-5-758-769

BBenenune

Ha ceropssimiuuii JeHb 3aqaya paco3HaBaHUsI METa-
“H(pOpPMAIUU B ayIHOCHTHAJIE SBISCTCS aKTyaJIbHOU U
BBI3BIBACT OOJIBIION HHTEPEC CO CTOPOHBI HAYYHOTO CO00-
IIeCTBa U KOMMEPYECKUX KoMITaHWid. OHa 3aKIF0UacTCs B
BEIBIICHUH ¥ M3BJICYCHUN WH(POPMAIIH PA3THIHON MPH-
pomBI (peub, ITYMBI, aKyCTHYECKas CIICHA, aKyCTHUCCKHE
COOBITHSI, aHOMAaJIbHBIC 3BYKH) U3 MOCTYIIAIOMIETO BXO-
HOro ayauocursaina. Ha JaHHBIM MOMEHT CYIIECTBYIOT
TTO/IXOJIBI, CIIOCOOHBIE 00ECIIEYUTh BBHICOKYIO TOYHOCTH
pacro3HaBaHusl METanH(GOPMAIIUH Pa3IMIHON PUPOIBI B
ayauosanucsx [1-6]. B pabore [3] npeacrarieHa Moaeb
Conformer, koTopast 00beAMHSICT B ceOC JBC KITFOUCBBIC
UJCH B 00TaCTH TIyOOKHX HEHPOHHBIX CETCH: CBEPTOUHBIC

CJIOW U MEXaHW3M BHUMaHUs. PaccMOTpEeHO HECKOIIBKO KOH-
¢urypanmii momydeHnoi apxutektypsl ¢ 10, 30 u 118 mma
00ydJaeMbIX MapaMeTpoB. YUeHBIE CMOTIIA pa3padoTaTh
MOJIeJTb, CIIOCOOHYIO PAcIO3HABATh YEIIOBCUSCKYIO PEeUb
C HaWITyYIIeH TOYHOCTHIO, IT0 CPABHEHHUIO C IPYTUMHU MO-
JIEISIMU TIPH MCTIONB30BAHNHU TECTOBOTO KOPITyCa JaHHBIX
Librispeech [7]. B [6] onncano HECKOIBKO KITFOUEBBIX HIIEH,
C MTOMOIIIBIO KOTOPBIX ObliIa pa3padorana moaeiab Whisper-
AT. Bb110 3aMeueHo, 4To OOoJIbIIast HeHpoCceTeBas MO/ICIb
Whisper [5], cocrositiast u3 6osee 70 MJIH mapaMeTpos,
oOnaznaeT cBOWCTBOM MHBAPHAHTHOCTH PaclO3HABAHMS
peuu OTHOCHUTENBHO (POHOBOTO MY3BIKAJILHOTO IIyMa, a
TaKKe IMOKa3aHO, KAK MOXKHO MIPUMEHHUTH JaHHYIO MOJICIh
JUISl 337191 OJJHOBPEMEHHOTO pacIiO3HABAHUS PEYU U BBI-
SIBIICHUSI aKyCTUYCCKHUX COOBITUH W TOJYYUTH IPU ITOM
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CoBMECTHOE pacrno3HaBaHne akyCTUYeCKUX CLLEH 1 ayanoCOObITUNA. ..

BBICOKYIO TOYHOCTb pacIlio3HaBaHUsA UTOTOBOM CUCTEMBI.
OnHol M3 BakHEHIIMX paboOT B 00JacTH pacro3HaBaHUS
MeTanH(OPMAITIH SBIISICTCS CTaThs IO Ha3BaHHeM All-in-
One Transformer [8], rae uccienoBaTen 0OPATIIIH BHIMA-
HHUE HAYYHOTO COOOIIECTBA HA YHUBEPCAIEHOCTh CITyXOBOU
cucteMbl yenoBeka. B [8] mokazaHo, 4TO COBpeMEHHbIE
MOJIEIT! MOTYT 00JIaIaTh TeM K€ CBOMCTBOM, a IMEHHO B
cirydae o0ydeHHsI CHCTEMBI PeIIaTh cpa3y HECKOIBKO 3a/1a4d
pacro3HaBaHHs HHPOPMAIINH B 3BYKE OJHOBPEMEHHO, Ka-
YEeCTBO Ha KaXI0H M3 3a7a4 OyJeT BhIIIE 10 CPAaBHEHHUIO C
pe3yabraraMu MoJielield, KOTopble ObUTM 00yUYeHBI peliarh
OJIHY KOHKPETHYIO 3aj1a4y. 11X 1o/1Xo/1 OCHOBaH Ha MCIIOJTb-
30BaHUM OOLIETO KOAMPOBILUKA JIJIs 33/1a4 PaclO3HABAHUS
peUM U aKyCTHYECKUX COObITHH. Takke ObUT MpeIokKeH
CrI0Cc00 MHOT'03a/Ia4HOT0 00YYEeHHUSI MOJICIIH, YTO B MTOTE
TIPUBEJIO K YBEIMYEHHIO TOYHOCTH BCell cucteMbl. B pado-
Te [9] B KauecTBe 0A30BOM MOJIEITH MCITOJIb30BaH MOAXO] Ha
OCHOBE KOHHECKITHOHHUCTCKON BPEeMEHHOH KIIaCcCH()UKAITHH.
B [10] 6pm1a npencrasnena moxens BEATS, kotopast cmor-
JIa TIPEB30OMTH JIyUIIHE PEIICHNS B 3a/1a4e pPacIIO3HABAHUS
aKyCTHYECKUX COOBITHI Ha KPYITHEHUIIIEM KOPITYCe JaHHBIX
Audioset [11]. MccaenoBarenn npeanokuin o0ydaTb He-
pocereByto Mojenb Ha ocHoBe Visual Transformer [12]
BMECTE C ayJIMOTOKEHH3aTOPOM B PEKUME CaMOOOydeHHs
C MOCJIEYIOIUM J000yYeHUEM Ha 3a/1a4e PacIio3HaBaHHs
MetanHpopmanyu. [lonydeHHas cucrema, cocrosiias 13
6onee 90 MITH mapaMeTpoB, CIIOCOOHA pacro3HaBATh Ay~
ocoObITHs U3 Oosee 500 kiaccos.

[ToMuMoO cTaHIApPTHBIX 3aj]ad pacliO3HABAHUS METa-
nH(pOpPMAIIUU U3 3BYKa, CYMICCTBYCT PsJ albTePHATUB-
HBIX CONIEPIKAaTeNbHBIX 3a/lad: aBTOMAaTHYeCcKas aHHOTa-
s ayauo [13], pacro3HaBaHnEe SMOIUI B YEIOBEUECKON
peun [14], oTBeTH Ha BOMPOCH 1Mo ayauocurHany [15],
aHaJIM3 MY3bIKAIBHBIX HOT [16] U Ipyrue 3agadu pacmos-
HaBaHMS M aHaJIM3a MeTanH(OopMaluu B ayJUOCHUTHAJIE.
s kax oM U3 nmepevrcieHHbIX 3aJ1ad CyIIeCTBYET CBOE
crienuanu3upoBanHoe pemienne. OTmetum, 4to B 2023 1.
rpynmoii yuensix u3 Alibaba Group ObuT npeIoKeH 1ojI-
xon Qwen-Audio [17], HO3BOJISAIONIHIA PEIIUTE BCE BBITIIC-
YIIOMSIHYThIE 3a]]a41 TIPH ITOMOIIN OJHOW 001Iel Moyeny,
KOTOpasi COCTOMT U3 Komuposimyka Whisper-Large-V2 [5]
3 640 MITH 00y9aeMbIX TTapaMeTPOB U JIEKOIHUPOBITHKA
QwenLM [18] u3 7 mupa ob6ygaembIx mapameTpos. B [17]
MIPEUIOKEH CIIOCO0 MHOT033Ja9HOTO 00yUCHHS, KOTOPBIH
TTO3BOJIMJI TIOJTYYHUTh CHCTEMY, OOeCIeunBaonryto 0onee
BBICOKYIO TOYHOCTH TI0 CPAaBHEHHIO C JIYUIITNMH aHAJIOTaAMH,
CIEIMANTN3UPOBAHHBIMH 0] K&JK/IYI0 KOHKPETHYIO 3a/1a4y.

3aMeTUM, 4TO KaXKJbli U3 OIMCAHHBIX CIIOCOOOB OC-
HOBaH Ha UCIOJIb30BAHUU MOJIEJICH, KOTOPBIE CO/IePIKaT
JIECSITKM WITH @K€ COTHW MUJIMOHOB 00y4yaeMbIX Iapa-
MeTpoB. [To100HBIE MOIETH HEPUMEHUMBI B aKTUBHO
pa3BUBAIOIIEHCS] HHIYCTPHH YMHBIX YCTPOUCTB (Tenedo-
HBI, 9aChI, KOJIOHKH ), TAK KaK HHTCIUICKTYaJIbHBIC YCTPO-
CTBa OTPaHUYCHBI B BEIYUCIHTEIBHBIX pecypcax, oobeme
OIIepaTUBHON M JIUCKOBOM mamsTh. [laHHas mpobiema He
ocTaBWiIa 0e3 BHUMaHUS M HAyYHOE COOOIIECTBO, KOTO-
poe Hayaio CBO€ aKTHBHOE M3ydeHHE JAaHHOH 3a/1adn Ha
exxeroqHoi koH(pepenuu Detection and Classification of
Acoustic Scenes and Events (DCASE) Workshop, B pamkax
KOTOPOW HECKOJIBKO JIET Ha3aJ IeJICHANPABICHHO ObLIH
MIOCTABJICHBI 33/1a4K PACIIO3HABAHMUS AKYCTHYECKOW CLICHBI

ASC («Low-Complexity Acoustic Scene Classification») u
aynuocoOsituii SED («Sound Event Detection with Weak
Labels and Synthetic Soundscapes») npn Haim4nu orpa-
HUYCHUH Ha YMCII0 00y4aeMbIX ITapaMeTpoB U YHCIIO OTle-
pamuii YMHOXKCHUS U CIIOKCHHS.

ITepBas 3amaga 3aKiIrO4acTCs B TOM, 9TOOBI TIO BXOII-
HOW ay[IHO3aliCH JITUHON B OIHY CEKYHIy OIPEICIHTh, B
Kakoi u3 10 aKkycTHYeCKHX CIIeH ObLTa CIelaHa 3aIich: B
a’pOMOPTY, TOPTOBOM IIEHTPE, HA CTAHIIH METPO, BO BPEMS
IIPOT'YJIKH, HAa TOPOJCKOM IUIOIAAN, HA OKUBIIEHHON YIIULIE,
B TpaMBae, aBTo0yce, BaroHe METpo WM B rapke. B 3aiade
CYILIECTBYET JiBa O'PAaHUYCHHMSI: pa3Mep MOJICNN He JI0JDKEH
npessbimarh 128 Koaiit, yrcio onepamuii CIOKeHNs U yM-
HoxeHust (MACs) — 30 muH. Ha naHHBII MOMEHT caMyto
BBICOKYIO TOUYHOCTH KJIaCCH()MKAINH TTOKa3bIBACT MOJIECIb
CP-Mobile [19]. Kordurypamus Momeu, COCTOSIIAs 13
61 148 obyuyaembIx mapameTpoB B 16-6utHOM opmare u
TpeOyromas 29 419 156 oneparuii, AEMOHCTPUPYET TOU-
HOCTh B 57 % 10 METpuKe accuracy, B TO BpeMsl Kak 0a3o-
Bas Mozenb 2023 1., mpeacTaBisromas coo0if MHOTOCTION-
HYIO CBEPTOYHYIO HEHPOHHYIO CeTb, focTturana 42,9 %.
Heiipocerr CP-Mobile siBisiercst 6-ClIOMHOM CBEPTOYHOM
HEHPOHHOM ceThio. KaX/IbIii CIT0i BHYTPU CETH UCTIONB3YET
TaK Ha3bIBaeMbIC MIEPEXO/HbIC, CTaHIAPTHBIC U IPOCTPaH-
CTBEHHO-ITOHIKatoKe 0Joku (puc. 1), KOTopbie ObLIH
pa3paboTaHbl CrIeNUAIBHO [T PEIIeHUs 3a,1a4u Kiaccudu-
Kalu aKyctuueckux creH Acoustic Scene Classification
(ASC).

Bropast 3a1a4a 3aK1to4aeTcst B TOM, 4YTOOBI BO BXOTHOM
aymuosanucu umHo# 10 ¢ u mo 3apaHee 3auKcHpOBaH-
HOMY CIHCKY ayIHOCOOBITHH OTIPEIENNTh, B KAKUX JaCTIX
aylno MPOM3O0ILIO KakI0e U3 COOBITHIH. OTMETHM, UTO
BO3HHKAIOT CUTYAITHH, KOTJIa HECKOIBKO COOBITHIA TpowC-
XOIIAT OMHOBPEMEHHO. Takke CyIIeCTBYIOT CIIy4au, KOTia
OJIHO U TO K€ COOBITHE MOBTOPSIETCSI HECKOJIBKO pa3 B pas-
HBIX YaCTsX 3allMCH, HanpuMep Jai cobdaku. Kpome Toro,
BO BXOJIHOH ayJMO03aIiCH KaKUX-TO COOBITUH MOXET U HE
ObITH (puc. 2). ABTOPHI 3a]1a4K 3aMKCHPOBAIN CIIEAYIO-
IMWH CHHCOK ayAMOCOOBITHI: 3BOHOK OYyJMIIbHHKA, 3BYKH
Onenjepa, MslyKaHbe KOIIKH, 3BYK TapelloK, Jiail coaKw,
3BYK DJIGKTPUYECKOW 3yOHO HIETKH, 3BYK >KapKH €JIbl,
3BYK CMECHUTEIIS, YeTI0BEUECKas peub, 3ByK Ibliecoca. Kax
U B IIEPBOH 3a/1aue, B IaHHOM [TOCTAHOBKE €CTh HECKOJIBKO
orpaHnyYeHN. B kagecTBe 00ydaromux NaHHBIX TIPEHo-
CTaBJICHO YEeTHIpe HaOopa JAHHBIX C Pa3METKOW pa3HOi
TPaHYJISIPHOCTH: TIOHOCTHIO Pa3MEYEHHBIN KOPITYC JaHHBIX
n3 3,5 TBIC. MPUMEPOB, TAE ISl KAXKJA0T0 ayIn0COOBITUS
M3BECTHO, KOTJa OHO MPOM30ILI0; ¢1ab0 pa3MedeHHBIH
KOPITYC JaHHBIX U3 1,5 ThIC. IPUMEPOB, /e ISl KaXK10-
TO ayAMOCOOBITHSI U3BECTHO JIMIIb TO, MIPUCYTCTBYET OHO
Ha 3anucy Win Het; 14 Teic. aynno3anucei 0e3 pa3Mer-
KM, a TaK)Ke KOPITyC AaHHBIX U3 10 THIC. CHHTETHUYECKUX
MIPUMEPOB, CTCHEPHPOBAHHBIX C TIOMOIIHI0 HHCTPYMEHTA
Scaper [20].

Kpome orpanndenHoro Habopa pa3MEYCHHBIX TAHHBIX,
YYTEHO YHUCIIO OTIEPAIHil CIIOKCHUS U YMHOKEHUS, HE00-
XOJIMMBIX JJISI MCITOJIb30BaHus Mojeieii. Ha manHbpii Mo-
MEHT OOJNBIIIMHCTBO IMOIXOA0B OMHUPACTCSA Ha apXUTEKTYPY
Convolutional Recurrent Neural Network (CRNN). Jlannas
HEeWpOHHAs! CETh COCTOMUT U3 HECKOJIIBKUX CJIOEB, KayKIbIi
U3 KOTOPBIX MPEJCTABISIET CIEIMAIBHO ONpeIeICHHbIH
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Conv2d@1x1 | Conv2d@ix1 Conv2d@1x1 |
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GRN GRN GRN
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X X X
Puc. 1. bnoku oxHoro ciost mogenu CP-Mobile [19] ans knaccupukanny akyCTHYECKUX CIICH: TIEPEXOAHBIN (@); CTaHAapTHBIN (b);
[POCTPAHCTBEHHO-IIOHIKAIONIHH (C).
BN — 6aru nHopmanuzanus; DW — cBeptka 1o riyoune; GRN — mio0anbHast orBetHast HopManu3zanusi; ReLU — BbinpsiMiieHHBbII
JIMHEWHBIHN OJIOK; X — BXOJHOM CHrHaj; X — BBIXOJHOM CUTHAJ
Fig. 1. Block types of one of the CP-Mobile [19] layers for acoustic scene classification problem: Transition Block («); Standard
Block (b); Spatial Downsampling Block (c).

BN — Batch Normalization; DW — Depthwise convolution; GRN — Global Response Normalization; ReLU — Rectified Linear Unit;
X — input signal; X — output signal

0110k cBepTOK. [10 OKOHYaHUM NPUMEHEHHS BCEX CBEPTOK
B CETH, MCIIOJIb3YyeTCS PEKyppPEHTHAsI HEHPOHHAS CEeTb,
KOTOpasi COBEepIIAeT NpeICcKa3aHus Ul KaKI0T0 MOMEH-
Ta BPEMEHH Ka)I0T0o ayauocoObITus. bonbmioe konnge-
CTBO PEIICHHUI OTIIMYAIOTCS APYT OT JIpyra NOCTPOCHUEM
CBEPTOUYHBIX OJIOKOB, a TAK)KE OCOOCHHOCTSIMH O0yUCHHS

input

l

‘ Sound Event Detection System ’

Dishes

output

| Vacuum Cleaner

Each event with sound class label + onset and offset timestamps time

Puc. 2. Onucanue 3a1a41 pacro3HaBaHUs ayJHOCOOBITHIA.

input — BXOJIHO# ayIOCHUTHAT;, output — HpecKa3aHus
mozenu; Sound Event Detection System — cuctema aeTekiun
aynuocoObITHi; Speech — peub; Dishes — 3Byku nocysl;
Vaccuum Cleaner — 3ByKH IbUIecOCa; time — OCh BPEMEHH,
«Each event with sound class label + onset and offset
timestamps» — Ka10€ COOBITUE C METKOH COOTBETCTBYIOIETO
Kj1acca + BpeMs Hadaja U KOHIIa COOBITUS

Fig. 2. Definition of the Sound Event Detection problem

Mojenei. CaMbIM MOMYISPHBIM aJITOPUTMOM, aKTUBHO
UCTIONIB3YIOIUMCS AJIsl PELICHNUS 3a/1a4l PACIIO3HABAHUS
aynrocoOsrtuii (Sound Event Detection, SED) ¢ ucmosns-
30BaHUEM JIAHHBIX C Pa3METKOW pa3HOM rpaHyJIspPHOCTH,
SIBJSICTCS TaK Ha3bIBaeMblii mean-teacher [21]. B mporecce
00y4eHMs] MOJIeJIM TOMUMO OCHOBHOW 00y4aeMoii Hel-
pOCeTH BBIYMCISIETCS TaK Ha3bIBAEMbIH yUUTENb B BHJE
9KCIIOHEHIMAJIbHO B3BEIICHHOTO CPEIHEro 3a MOCIeaHNe
HECKOJIbKO 11aroB oOyueHusi. Mtorosast GyHKIHS TOTEPh
oTpeneNsieTcs Kak cyMMa OMHapHON KPOCC-IHTPOIHH H
CPEIHEKBaIPATUIHON OMIMOKN MEXAy MpeacKa3aHUsIMH
OOBIYHOM CETH U €€ HKCIIOHEHIINAIBHOTO cpeHero. Takoi
ANTOPUTM TO3BONSET 3((PEKTUBHO MCIOIB30BATH Clla-
Oopa3MedeHHBIC U Hepa3MeueHHBIC TaHHBIE. ABTOPCKUI
nmoxaxox 2023 roga 0OCHOBAaH Ha MCIIOIBE30BAHUN 7-CIIOMHOM
CBEPTOYHOM HEHPOHHOMU CETH B KOMOMHAIHH C JBYHAIIPAB-
JICHHOM peKyppeHTHOM HelpoceThto. Mojenb coCTOUT 13
1 mutH mapameTpoB, TpedyeT 93 MIIH onepaiuii uist oopa-
60TkHM | ¢ aymMo ¥ JEMOHCTPUPYET TOYHOCTH B 43,3 % 110
merpuke Event-Based F1-score.

Takum 00pa3oM, CyIIECTBYET JIBE Ba)KHEHIIINE 314! B
obnactu pacrio3HaBaHusi MeTanH(popMaimy B 3Byke: ASC
n SED. Jlns kaxJ0i U3 HUX CYLIECTBYET Psil BHICOKO-
TOYHBIX PEHICHHUH, HO TaKHE MOJETH TPeOyIOT OOIIBIIOTO
KOJIMYECTBA PECYPCOB HIIH OBLIH pa3padOTaHbI CIICIIHAb-
HO ISl peIIeHus] OMHOU KoHKpeTHoH 3amaun: CP-Mobile
(st perennst 3anagu ASC), CRNN (mist 3agauu SED).
BeposATHO, OTCYTCTBHE YHUBEPCAIBHBIX MOAXOAOB IS
OJHOBPEMEHHOT'O PCHICHW BBIIICOIMMCAHHBIX 3a/a4 Ipu
HCIOJb30BAHUU OT'PAHUYCHHOT'O YUCJIa o6yqaeM1)1x napa-
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CoBMECTHOE pacrno3HaBaHne akyCTUYeCKUX CLLEH 1 ayanoCOObITUNA. ..

Tabauya 1. Paznuuns Mexay 3aiadaMu Kiaccupukanuu akyctnaeckux cueH (ASC) u pacnozHaBanus ayanocoobituit (SED)
Table 1. Differences between Acoustic Scene Classification (ASC) and Sound Event Detection (SED) problems

3anaun pacrio3HaBaHUS
XapakTepruCTHKY 3a/[auK

ASC SED
JMuTenbHOCTh ayAnO03aIucH, C 1 10
MakcumainbHOe YiciIo 00yJaeMbIX ITapaMeTpoB 128-103 1-106
Pa3mep pa3mMedeHHOTo TPEHUPOBOYHOTO KOPITyCa JaHHBIX, U 38,8 9,6
Anroput™ o0y4eHus supervised self supervised (mean-teacher)
Uncno npumepoB B Oarde 256 48

METpPOB U apu(PMETHUECKUX OINEPAIH CBSI3aHO C PAAOM
CYIIECTBEHHBIX PA3IN4YNi B KOH(PUIYPALUSIX [TOCTABIICH-
HBIX 33/1a4 U B ONITUMAJIbHBIX THIIEpPIIapaMeTpax MoAEeH,
CHJIBHO BIIMSIIOIIMX Ha TOYHOCTD MPEICKA3aHNI 00y4YeHHBIX
Helpocereit (Tabi. 1).

B MaimmHHOM 00y4eHHH PUMEHSIETCS] METOJT 00y UeHUsI
HEHPOHHBIX ceTeil — «MHoro3anaqnoe odyuenue» (Multi
Task Learning, MTL), koTopslii pencTasisieT coboil an-
TOPUTM OOYYEHUS OJHOW HEHPOHHOW CETH, IPHU KOTOPOM
MOJIEJTb YUUTCS PElIaTh HECKOJIBKO 33/1a4 OJJHOBPEMEHHO.
OnHO U3 NMepBBIX CBOUX yCHEWHbIX npumeHeHuit MTL
Haliesn B KOMIIBIOTEPHOM 3PEHUH, T7€ MCCIIEe10BaATEIH
Tpeasiaraigf pa3IndHble apXUTeKTyphl [22-28] mist ox-
HOBPEMEHHOTO PELICHNUs 3a/1ad KOMIIBIOTEPHOTO 3PEHHUS:
KJIacCU(UKALINN, CEMAHTUYECKON CErMEHTALMH, IeTeKIINH
00bekToB. B 3a/1aue pacno3HaBaHusi MeTanHGpOpMALUK U3
ayJMOCUTHAJIa MHOT03a[aq9H0¢ 00yUYCHHE ObLIO YCIICIITHO
WCIIOJIB30BAHO JUISl YBEJIMYEHUsI TOUHOCTH TIpeJICKa3aHni
JUISL OJIHOM 3aJauy 3a cueT J00aBICHUS B UCXOIHYIO HEl-
POHHYIO CETh OTBETBJICHHI JIJIsl BCIIOMOTATEIbHBIX 3314
[29, 30], a Takxke sl pelIeHUs OOJIBIIOTO YUCITA 3a]1ad
pacro3HaBaHs MeTaMH(POPMALIUH 32 CUCT UCIOIB30BAHMS
OOJIBIINX S3BIKOBBIX MOJIEIEH COBMECTHO C TIIATEIHHOU
opraHu3zaiei ooyuenus moxenu [17].

Takum 00pa3om, IeNpi0 MCCaeaoBaTeNneld ObII0 Of-
HOBPEMEHHOE PEIICHNE KaK MOKHO OOJBIIETO Yhcia 3a-
Jlad ¢ UCIOIb30BAHUEM MOJIENIEH, COCTOAIINX U3 COTEH
MHUJUJIMOHOB 00y4aeMbIX MapamMeTpoB, WIH yIyulICHHE
OJIHOM KOHKPETHOM 3aayu NpU IOMOIIM BCIIOMOIaTelb-
HbIX. OHAKO HE OBLIO HAMIEHO MOJXOJ0B, KOTOPBIC ObI
TI03BOJISUIN TIOJTYYUTh KOMITAKTHYIO MOJIEIb, KOTOPasi MOYKET
pemats ogqHoBpeMeHHO 3ana4u ASC u SED ¢ TouHOCTBIO,
OIM3KON K MOJIEJISIM, PEINAIOINM KaKIYI0 U3 3a/1ad OT-
JenpHO. B HacTosmeit pabore mpeuioxkeHa KOMITaKkTHas
apXUTEKTypa MHOT03a/1auHON HEHPOHHOH CETH ¢ 00IINM
KOJIMPOBILKKOM B BUJ€ MHOT'OCJIOMHON CBEPTOYHON HEH-
POHHOI1 ceTr ¢ 100aBIeHNEM ABYX OTBETBICHUH IS 00eHX
3amau. J{is ee 0OyueHUsI IPIMEHEHBI HECKOJIBKO Kilaccuye-
CKHX aJITOPUTMOB MHOT'033/1auHOTO O0YUIEHHUSI, IPEATIOKEH
psia MonupUKaIMK TaHHBIX alTOPUTMOB, MPOU3BEACHO
CpaBHEHHE METO/IOB MEXly co00ii U ¢ pe3ysibraraMu 00-
Y4E€HUS CIELUaJU3UPOBAHHBIX MOZACIIECH Ul KaXI0U U3
3aja4 pacrio3HaBanusl. [IpeanioxxernHas mozess TpedyeT Ha
7,8 % menble 00yuaeMbIxX napameTpoB u Ha 40 % MeHbIe
apu(MEeTHYECKUX Olepannii o CPaBHEHUIO ¢ HAUBHBIM
HCIIOJIB30BAHUEM JIBYX HE3aBHCHUMBIX CHEIHAIN3UPOBAH-
HBIX Mojenei. Mozenb criocoOHa OTHOBPEMEHHO pellaTh
3agaay ASC c Tounoctsio 42,43 % 1o mMeTpuke accuracy

u 3agadqy SED c¢ tounoctsio 45,89 % mo merpuke Event-
Based F1-score, 9T0 cpaBHIMO C TOYHOCTBIO pabOTHI 0a30-
BBIX TOJIXOJIOB, MPETIOKEHHBIX aBTOpaMu 3a1a4 B 2023 1.

ApXHUTEKTYpPa KOMIAKTHON MHOI03aJa4HOM
HelpPOHHOI ceTH

KittoueByto poib B alrTOpuTME MHOT033Ja4HOTO 00y1e-
HUS UTPaeT apXUTEeKTypa HelpoHHOU cetn. Heobxoammo
moo0paTh TaKyI0 MOJAETb, KOTOpas OBl MOAXOIUTA TS
pemennst 3anad ASC u SED. J[onoJHUTEIBHO OCHOBHOM
L[EJIBIO MOJICIH SIBIISIETCSI SKOHOMHUSI PECypCOB OyayIiei
CHCTEMBI, IOAITOMY HEOOXOIMMO, YTOOBI aDXUTEKTypa CETH
cojieprKasa MeHbIlIee YUCIIO 00ydyaeMbIX MapaMeTpoB U
TpeOoBaja MEHbIIEE YUCIO apUPMETHIECKUX OTlepannit
TI0 CPaBHEHHIO C JIByMsI HE3aBHCUMBIMU MOJICIISIMH, Pellia-
IOMIMMH KOKAYIO U3 33/1a4 OT/IEIIBHO.

OueBuaHON Maeeil A MOCTPOEHUS apPXUTEKTYPHI
MHOT033/Ia9HO HEHPOHHOMN CETH SABISCTCS anarTaIlms
MOJIEJIH, NPEJHA3HAUEHHOHN 1JIsl pEeLIeHUs] OAHON U3 3a-
Jlad, TS €€ MCTIONb30BAHNUS TIPH PEIICHUN BTOPOH 3aTa49H.
B nacrosmeii pabote npemaraeTcs aIanTHPOBaTh MOJIEITb
CP-Mobile [19] ms perenns 3amauu SED. Jlist aToro no-
6aBuM B ceTh emle nBa Onoka ceeprok (CPM BLOCK), a
TaKXke PeKyppeHTHYI0 HelipoHHyo ceTh (RNN) ananoruy-
HO CTPYKTYype OOJIBIIMHCTBA BHICOKOTOYHBIX JIETCKTOPOB

coObITHil (puc. 3).

‘ CPM BLOCK ’
L CPM BLOCK ]

—————

CPM BLOCK

CONV2D@3x3, BN,
RELU 2 X 2

CP-MOBILE

CONV2D@3x%3, BN,
RELU2X 2

Puc. 3. Apxutextypa mopenu CP-Mobile-RNN, rne CPM
Block — cnenmanusuposanuslii 610k Mogenmn CP-Mobile

Fig. 3. CP-Mobile-RNN model architecture, where CPM Block
is a specialized unit of the CP-Mobile model
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Janee o0y4yuM BCIO CHCTEMY C IOMOIIBIO aJITOPUT-
Ma mean-teacher [21] pacmo3HaBaTh ayauoCOOBITHS.
DKCIepUMEHTHI TTOKa3aJIH, YTO PEJIOKEHHAsT MOJEIb
obecneunBaet TouHOCTh SED B 35,54 %, ut0 Ha 7,76 %
MEHBIIE 110 CPAaBHEHHUIO ¢ 6a30BBIM noaxonoM. C npyroi
CTOPOHBI, alalTANMUs JYUIINX JIETEKTOPOB COOBITHI JUIS
ASC HeBO3MO)KHA M3-3a TOI'0, YTO OHHU COCTOAT U3 OOJIb-
mIoro yucia o0ydaeMbIX MmapaMeTpoB U TPeOyIoT 00Jb-
II0TO YHUCIIa apupMEeTHIeCKUX ornepaiuii. OgHako MOXKHO
3aMETHTb, YTO, KAK U BBICOKOTOYHBIE KJIACCH(PHUKATOPEI
AKYCTHYCCKHX CIICH, TaK U JIYy4YHIUEC JCTCKTOPbI ayanoCO-
OBITHIT UMEIOT CXOXKYIO CTPYKTYpy. CHauana Juist BXOAHOM
ay/ZIN03aIluCH CTPOUTCSI MEJI-CIIEKTPOrpaMma, Mocje 4ero
K Hel IPUMEHSIETCS HECKOJIBKO CBEPTOYHBIX CJIOEB, B pe-
3yJbTaTe MOIydaeTcsi Habop SMOEINHTOB ISl KayKI0TO
MOMEHTa BPEMEHH. 3aTeM KIJIaCCU(HUKATOP aKyCTHUECKOH
CIIEHBI IPUMEHSIET MEXaHN3M BHUMaHHUS M0 OCH BPEMEHH
B KOMOWHAIIMH C JIMHEHHBIM CIIOEM, a AETEKTOP COOBITHI
MIPUMEHSET K MOIyYSHHBIM SMOCIMHTaM PEKYPPEHTHYIO
HelipoHHYTO ceTh (puc. 4). Takum oOpa3om, B 00oux ciie-
HapHAX OWHAKOBBIM 00pa30M CTPOSATCS SMOCIANHTH, CO-
JepiKaline MoJIe3Hy0 HHpopManuo u3 aynuo. OgHaxo
CHEIHMATN3UPOBAHHBIC MOJICIH COCTOST U3 CHEIHATbHO
pa3pabOTaHHBIX CIIOEB ¢ MOJU(UIIMPOBAHHBIMU CBEPTKa-
MU, Np€AHA3HAYCHHBIMU U1 PCHICHUSA KOHKPECTHBIX 3a1a4.
BeposiTHO, crion Mozenu /sl peLIeHus OJHOM 3a/1auu He
TTOJIXOAT JUIsSl peleHust Apyroi 3aga4du. [loromy rumo-
TETUYECKH Pa3yMHBIM ITyTEM SIBJISICTCSI HCIIOJIb30BAaHUE
OOBIYHBIX CBEPTOUHBIX CIIOEB JUIS PEIICHUs] 00enX 3a/1ad.
DKCIepUMEHT MoKa3ajl, YTO KJacCHYecKasi CBEpTOUHAS
HelipoceTs crocoOHa pemrats 3a1aay ASC ¢ TOYHOCTHIO
53,31 %, a 3amauy SED ¢ TouHocThO0 46,64 %, 4TO Ha
11,1 % Gomnpme o cpaBuennio ¢ CP-Mobile-RNN. BusHo,
YTO JAHHBII [1OXOJ MEHEE TOYHBIH IO CPABHEHMIO C Ca-
MBIMH TOYHBIMH penieHusMu 3a1adn ASC B Buae Moje-

CONVS
CONVS

’ MEL-SPEC ‘ }

AUDIO

MEL-SPEC ‘

AUDIO

mu CP-Mobile, HO oH nyuyine agantupyercs IOJ 3afady
SED mo cpaBHenuto ¢ mozaenbto CP-Mobile-RNN. Takum
00pa3oM, UTOTOBasI CTPYKTypa MHOT033aYHON MOJEIH
(MT model uimn Multi Task model) npencrasnsier n3 cedst
001N KOAWPOBILHUK, KOTOPBIH 1O BXOJHOMY ayJIHO CTPO-
UT TOCIIEIOBATEIIEHOCTD 3MOCIINHTOB, KOTOPBIE 3aTeM
00pabaThIBAOTCS ISKOAUPOBIIMKAMH JUIS KaXKJIOM U3 IBYX
3a1a9 — MEeXaHW3MOM BHUMaHUsA ais 3agadn ASC, pe-
KyppeHTHON HeHpoHHOU ceThio 1t 3amaun SED (puc. 4).
CTOHUT OTMETUTB, YTO KIIFOUEBOH 0COOEHHOCTBIO JAHHOM
MOJCIH ABJIACTCA TO, UTO B HeH HCHOJIB3YIOTCA OJHU U TEC
ke OMOeTUHTH 7Sl IBYX 3ajad. JIpyruMu clioBamu, HET
HEOoOXOIMMOCTH JIBa pa3a CTPOUTH JIBE MOCIIEJ0BATEIILHO-
CTH SMOEIIMHIOB JUIsl X TOCJenyomeld 00padoTku, 4To
MIPUBOJMT K CYIIECTBEHHOMY COKPAIICHUIO Yucia apud-
METHYECKHUX OIepalnuii MpHu UCIOIb30BAaHUN HEHPOCETH.
B 3TOM MOXXHO yOEeaHUTHCS, BEIYUCINB Pa3Mephl MOJICIICH,
a TaKKe YUCIIO apUPMETHICSCKHX OIlepaliiii, HCOOXOIUMBIX
JUISL KX UCTIONB30BaHMs (Taod. 2).

AJaroput™Msl 00ydeHust
MHOI'032/1a4HOii HelipOHHOM ceTH

Krnaccuueckuii moaxon o0y4eHust MHOT033a49HbIX MO-
neneit — anroputm SoftMTL — cocToHuT M3 HECKOIBKUX
maroB. HelipoHHast ceTh MPUHUMAET HA BXOJ JIAHHBIE OT
JIBYX 3371a4 U TIPUMEHSIET K HUM OO KOANPOBIIHK, KO-
TOPBII BBIYUCIISIET SMOCSIMHTY IJIs KaXKJ0r0 MOMEHTA Bpe-
mern. [Tocite 3Toro momy4eHHbIe BeKTOpa 00padaThIBAIOTCS
JIEKOJUPOBIIMKAMHE JJIsl COOTBETCTBYIOIINX 3aja4. Jlanee
BBIYUCIIAIOTCS (PYHKIUH NOTEPS (L,,,,,;) IS KaXKII0H 3a1auu
U CKJIaIIBAIOTCS C HEKOTOPBIMH, 3apaHee ONpeeICHHBIMU
koadunmentamu (puc. 5). JlaHHbII aropuT™ 1poCT B pe-
QJIM3ALUH U TTI03BOJISIET 00y4aTh MOJIEIb PelaTh HECKOIBKO
3aJ1a4 OJIHOBPEMEHHO, OJJHAKO CYIECTBYIOT Maphl 3ajad,

ASC
LINEAR
SED
)
[ ATTENTION } l RNN ‘
J

‘ MEL-SPEC

AUDIO

Puc. 4. Monenu apXuTeKTypbl: kiaccupukaropa akycrudeckux ciet (ASC) (a); nerekropa ayarocoosrtuii (SED) (b);
MHoro3anagnoit mogemu (MTL) (c).

LINEAR — nuneiinsbiii cnoit; ATTENTION — mexanusm BuuManusi; CONVS — ceeprounsie cion; MEL-SPEP — men-criektporpamma

Fig. 4. Model architectures of: acoustic scene classifier (a); sound event detector (b); multi task model (c)
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Tab6auya 2. Yucno 00ydyaeMbIX apaMeTpoB U apupMEeTHIECKUX OIeparuii, HeOOXOAMMBIX JUIsl HCIIOIb30BaHMs MOJIEIICH,
rae Baseline-2023 — 6a3oBoe peutenne 2023 roxa

Table 2. The number of trainable model weights and multiply-accumulate operations needed for inference

Mopeins 3amaua UYnciio o0ydaeMbIX ITapaMeTpOB MACs it 00pabOTKH ayano JIUTEIBHOCTHIO | ¢
Baseline-2023 ASC ASC 65-103 29-100
CP-Mobile ASC 61-103 29-103
Baseline-2023 SED SED 1-106 93-100
CP-Mobile-RNN SED 966-103 34-103
CNN ASC 60-103 29-103
CRNN SED 628:103 43-103
MT ASC+SED 634-103 43-103

KOTOPbIC TUITIOTETUYICCKU MOTYT OBITh HE MOX0KUMU Apyr CXOAUMOCTU MOJCIIN B JIOKAJIbHBIC MUHUMYMbI, B KOTOPbIX
Ha apyra, KakK CJICACTBUC IpU 06y‘{eHI/II/I HCprOHHOfI CCTH HCprOCGTI: 6yz{eT IMOKa3bIBaTh HU3KYIO TOYHOCTH Ha obenx
JIMHEHHAS KOM6I/IHa]_II/I${ TpaACHTOB MOXKET NPUBOAUTH K 3ajjadax.

a b

Lo = L sc, train step = 0 (mod 2)
[ Liptar = 0L gsc + (1 — 0)Lsep ] o Lsgp, train step =1 (mod 2)

] — 1

‘ ASC LOSS ' [ SED LOSS ] ‘ ASC LOSS ( SED LOSS
ASC SED ASC SED
)ASC DECODER ED DECODER ASC MODEL SED MODEL
’ ENCODER ’ ‘ ENCODER )
ASC MEL- | SED MEL- | ASC MEL- | SED MEL-
SPEC SPEC SPEC SPEC
C
MSE LOSS
STUDENT | TEACHER
PREDICTION PREDICTION SED
A A FREEZED
sc DECODER‘ Bl
STUDENT ’ TEACHER 1 | iy
i =a FREEZED |
ENCODER
ASC MEL- SED MEL- ASC MEL-
SPEC SPEC SPEC

Puc. 5. Anroputmbl 00yueHust MHOro3aa4nbix HeipoHHbix cereit: SoftMTL (a); HardMTL (b); CrossMTL (c); FreezeMTL (d),
rae o — ko3 duipeHt npu GyHkuun omuodku 1wt 3agauan ASC, LOSS — ¢yuxkuust ommbku, DECODER — nexkonupoBIiuk,
MODEL — moznens, ENCODER — xoguposumk, STUDENT PREDICTION — npencka3anue monenu-cryaenta, TEACHER
PREDICTION — mpezackazaHie MOACIU-YIATEIS

Fig. 5. Training algorithms for multi task neural networks: SoftMTL (a); HardMTL (b); CrossMTL (c); FreezeMTL (d)
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ANbTEpHATUBHBIN cIOCO0 00YUYEHHUsS] — alITOPUTM
HardMTL, xorna Moziesb oo4epeiHO YUUTCS Ha TAHHBIX
nepBoi ¥ BTOpOW 3anad. IHBIMK ciioBaMH, MOJENb 00-
HOBJISIET BEca MOJCETH, OTBEYAIOLIEH 3a pelleHue nepBoi
3aJa4M Ha YETHBIX IIarax, a Beca IOJICETH, OTBEUAIOIICH
3a penIeHre BTOPOIl MMoJ3aJadll — Ha HEYETHBIX IIarax
oOyduenus (puc. 5).

Wzyuenne anroputma mean-teacher [21] st oOydaeHus
monenu SED Ha maHHBIX C pa3MeTKOW pa3HOW TpaHyssp-
HOCTH MPUBOAUT K MPHUMEHEHHUIO MTOXO0XKET0 MOAXO0Aa IS
MHOT03a/1a9HOT0 00y4eHwus. HazoBem oOydyaeMyo MHOTO-
3aa4HyI0 MOJIeNb cTyaeHToM. [Ipeanaraercs, aHaTOTMYHO
aIropuTMy mean-teacher, BBIYMCIATh YKCIIOHEHIIH AT b-
HOE B3BEILIEHHOE CpeHee MojieNu-cTyieHTa. Ha3osem 310
cpellHee — MOJEIbIO-yuuTeaeM. 3aMeTUM, 4TO B KJlac-
cuaecknx anroputmax SoftMTL u HardMTL manHbIC OT
OJIHOM 3aJja4/ HUKAK HE WCIIONB3YIOTCS MTPH BBIYMCICHUH
TpaJIMeHTOB M ()YHKIIUH OIIMOKH TSl IOJICETH, pelaromieit
BTOPYIO 33jauy, TaK KaK JUIi HUX HET COOTBETCTBYIOIIEH
pa3meTkn. OHAKO MOXHO MTPUMEHHUTH TaK HAa3bIBAEMYIO
JUCTHIUIIHIO 3HAHUH U3 MOJICNN-YUUTENSI B MOJIENIb-CTY-
nenra. [Ipemyaraercst HCIONIB30BATh MOJCETh MOJIENN-Y-
YHUTEJISI, PEIIAONTYI0 TIEPBYIO 33/1a4y K JAHHBIM OT BTOPOI
3a/laud. AHAJIOTMYHBIM 00pa30M MPUMEHSETCS MOJCETh
MOJICIU-CTYACHTa U BBIUUCIISCTCS CpeAHEKBaIpaTHIHASL
ommoKa MeX/y Npe/CKa3aHusIMU MOJICNIeH CTy/IeHTa U Y4UH-
Tess. HakoHell, TaHHOE CpeAHEKBaAPaTUYHOE OTKIOHEHUE
CYMMHPYETCS CO CTaHIapTHON (DYHKIMEH 1OTeph, KoTopas
Berucisiercs B anropurmax SoftMTL u HardMTL (pwuc. 5).
T'unoretnuecku onucaduelil noaxon CrossMTL gomxeHn
YBEJIMYUTH TOYHOCTH O0YYIEHHBIX MHOT033Ja4HBIX MOJIEIIei
3a CYET MCIIOIb30BAHMUS OOJIBIIETO KOJINYECTBA AHHBIX.

Bosnbmoit uHTEpEC MpeACTaBAsAET KpallHUM ciaydai
anroput™Ma HardMTL, a umeHHO, KoT1a MOJeIh CHava-
Jla yYUTCS pemaTth OfHY 3ajady, a 3aTeM BTOPYIO 3ajady.
JpyruMu cioBamMH, BMECTO TTOOUEPETHOTO UCIOIb30BaAHNS
Oaryeill JaHHBIX OT JBYX 3ajJad cHadaja oOpabaTbiBaeT-
cst OoJbIIoe YKucio Oaryei oT mepBoi 3ajadu, 3aTeM OT
BTOpoi. OTHAKO TaKOH MOJXOJ B BBIIICONUCAHHOM BHJE
HEXXN3HECHnocoOeH U3-3a TaK HA3bIBAEMOT'O SIBJICHUS IO
nasBanueM «Catastrophic Forgetting» [31-33]. [lns Toro
4TOOBI M30eXaTh NaHHYIO0 MPOOIeMy, MpeIaraeTcs ue-
I10JIb30BaTh METOJ 3aMOPO3KH BECOB 00ydaeMoi Moje-
71 — TIPUMEHSTh 3aMOPOXKCHHBIE TTaPaMETPHI B Ka4ECTBE
koHCTaHT. CHadana o0y4rM HEHpPOCETh pemaTh OfHy 3a-
Jlady, 3aT€M 3aMOPO3HMM Beca OOIIero KOAMPOBILUKA, &
TaKKe ACKOAMPOBUIMKA JUIs NaHHOM 3amauu. [Tocne yero
J000YYHM JEKOMPOBIIMK BTOPOH 3a/1auu. PazpaboraHHbIi
anroput™ HazoBeM FreezeMTL. 3ameTuM, 4To Ipu TakoM
TIO/IX0/I€ JIEKOJIMPOBIINK BTOPOH 3a/1a4u OyJeT MUCIOIIb30-
BaTh HYMOCTHT Y, TIOJTyI€HHbIE C TIOMOIIIBIO KOANPOBIIHKA
OT 1nepBoii 3amaun (puc. 5). B pesynbrare Bo3HUKAET He-
CKOJIBKO BOIIPOCOB JJISl M3yUCHHUS: KAKUM 00pa3om smOen-
JVHTH KOJMPOBIINKA MEPBOH 3a1a49M BIHSIOT HA TOYHOCTh
NpeACKa3aHuil 1eKOAMPOBILUMKA BTOPOU 3aaul, a TaKKe
KaKy0 M3 JBYX pacCMaTpHUBAECMbIX 3a/a4 BbIOpATh IS
oOydenus obmiero konuposuka. 3agadu ASC u SED
CYIIECTBEHHO OTJIMYAIOTCS APYT OT Apyra. B pesymbrate
BO3MOJKHA CHTYaI[¥sl, KOT/Ia YMOE/IIMHTH, TTOJyYSHHBIE C
MIOMOIITHIO KOJMPOBIIMKA OT TEPBOH 3a/1aui, MOTYT Coep-
)KaTh HEJOCTATOYHO MOJIE3HON HHOPMALIMH JUTS PEILICHUS

BTOPOMU 3a7]a4u U TOYHOCTh MPEJCKa3aHMil Ha BTOPOil 3a/1a-
4ye MOXKET CHU3UTHCS. Ha ocHOBaHUM ompezeneHus 3a1ad
MOKHO TIPEIONIOKUTE, 4To SED siBnsiercst 0oree CloKHOM
3agadeii mo cpaBHeHHO ¢ ASC. Torma SMOeaIMHTH KOIU-
POBIIIMKA JJIs PEIICHHS TAHHOW 3a1a9 JIOJKHBI CONICPIKATh
OompIre MONE3HOH HHPOPMALIHH, TIOPTOMY IPUMEHEHUE
OIMMCAHHBIX SMOCITIHTOB JOJKHO TIPUBECTH K TIOTyYCHUIO
Oorree TOYHOM MOIENN KaK ¢ TOYKH 3pEHUS KTacCH(hUKanm
CIIeH, TaK ¥ ¢ ToukH 3peHus SED.

JKcnepuMeHTAIbLHOE ONpe/ieIeHne
Hanbos1ee 3PGpeKTHBHOTO AJIropuT™Ma 00ydeHust
MHOI'03a1a49HOI MoJIeJIM PACIO3HABAHUS
MeTauH(OPMaLNu B 3ByKe

B Hacrosmieit paboTe 3KCTIEPUMEHTHI IIPOBOIUINCH
C WCTIOIh30BaHUEM JAaHHBIX, MPEIOCTABICHHBIX aBTOPa-
mu 3agau DCASE Task 1 u DCASE Task 4. Jlns 3agaun
ASC ucnonp30BaH KOPITyC JaHHBIX, cocTosmuil 3 38,8 u
TPEHUPOBOUHBIX U 8,2 4 BaJUIAIMOHHBIX ayIHOCOOBITHI
C PAaBHOMEPHBIM pacrpejie]IeHueM aKyCTHYeCKUX CIEH
B HuX. [lns 3apaun SED npumeHeH naTaceT, COCTOSIINIMA
u3 9,6 4 MOJHOCTBIO pa3MEUCHHBIX, 4,4 U crabo-pa3mMe-
YeHHbIX, 40 4 Hepa3MeueHHbIX, 27,8 U CUHTETUYECKUX
1 3,3 4 BanuMJaUMOHHBIX JaHHBIX. s Kaxaoro ayauo
OBLTa TTOCTpPOEHA MEI-CIIEKTpOrpaMMa CO CTaHIapTHBIMHU
TUIEpIapaMeTpaMy: 4acToTa JUCKPETH3AINN COCTABISIET
16 xI'm, AmMHA CKOMB3SIIIEro OKHA paBHA 128 Mc, amuHa
mrara okHa — 10 Mc, gncio men-punsTpdbankos — 128.
Bo Bcex skcmepuMeHTax MCIONb30BAHBI CTAHIAPTHEIE
ayrMeHTalluH, MACKUPYIOIHUE MEI-CIIeKTPOrpaMMBbI, 00-
Hynas 15 % 3HadeHni mo kaxaoW u3 oceil BpeMeHU U
Mel-(pruIbTpOaHKOB.

Jns oOyueHus Mojesci MPUMCHEH ONTHMHU3ATOP
AdamW co cTaHIapTHBIME THTICpIIApAMETPAMHU: CKOPOCTh
oOyuenust — 0,001, Gera-ko3(pUIUEHTHI ISl BHIYUCIIE-
HUS OeTyIuX CpeaHux rpaaueHtoB pasHbl 0,9 u 0,999.
B kadecTBe mIaHUPOBIINKA CKOPOCTH OOYUICHUS BBIOpaH
CTaHJAPTHBIN TUTAHUPOBIIUK C JTMHEHHBIM YBEITHUYCHUEM
ckopoctu ot 0 10 0,001 3a mepsere 10 % m1aros oOy4eHus
C TTOCIIETYTONTM YMEHBIIICHUEM JI0 HYJISI TT0 KOCHHYCHOMY
3aKOHY.

B kadecTBe mepBOro moaxona K 00y4eHHIO MHOTO03a-
Ja4HOM Helpocetu B3sT anroput™ SoftMTL, B porecce
KOTOPOTO (DYHKITHSI IOTEPh BEIYUCIISICTCS KAK CPEIHEE 3HA-
YCHUE MEXKTy (QYHKIUSMHE TTOTCPSME JJIsI KJKIOH U3 3a71ad.
B pesynbrate 00y4eHUs: MHOTO33Ja9HOM CETH C IIOMOIIBIO
JAHHOTO QJITOPUTMa ObLIA IMOJTyYeHa MOJECIh, BBIIAIOIIAS
tourocti ASC B 37,59 % u SED — 39,08 % (tabm. 3).

U3 Tabmn. 3 BUAHO, 9YTO TOYHOCTH MPEICKA3aHUS MHO-
ro3aJauHoOi MOJETHU HIDKE 10 CPaBHEHUIO ¢ 0a30BBIMU
moaxogaMu. [ MIOTETHYECKH, STO MOKET OBITh CBA3AaHO C
TEM, YTO BO BpeMs OOy4CHHS ABE 3a/1a4l KOH(IUKTYIOT
MEXKIy co00ii U TMHeHast KOMOMHAINS UX TPAJHEHTOB MO-
YKET MPUBOJIUTH K TOMY, YTO Beca MOJICITH MOIOUPAIOTCS HE
ONTHUMAJIbHBIM 00pa3oM. [1jist Toro 4To0Obl YaCcTUYHO M30a-
BUTBHCS OT MOJJOOHOTO Pojia KOH(IMKTOB rPaJUCHTOB, IPE/I-
JaraeTcs ucnojbp3oBath anroputv HardMTL, B nporecce
KOTOPOTO BECa MOJACIH MTO0YECPESTHO OOHOBIISIOTCS CHAYa-
Ja IS IepBOM 3aJa4yu, IIOTOM JJIsi BTOpPOi. B pesynbrare
MIPUMEHEHUS JAHHOTO aJropuT™Ma ObLIA ITOTyYeHa MOJICIT,
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Tabnuya 3. Pe3ynbrarsl 00ydeHns! MOZICNICH ¢ NCTIOIb30BaHUEM PA3JIMYHBIX aJrOPUTMOB 00YUEHHsI MHOT03a1auHOi HEHPOHHOI ceTH

Table 3. Experimental results of applying various training algorithms for training of multi task neural network

Auroput™ 00yueHust ASC accuracy, % | SED Event-based F1-score, % | Yucio o0ydaeMbIX mapaMeTpoB MACs
ASC baseline 2023 42,90 — 65,0-103 29,0-100
ASC SOTA (CP-Mobile [19]) 57,00 — 61,0-103 29,0106
SED baseline 2023 — 43,30 1,0-10° 93,0-106
SED SOTA (FDY-LKA [34]) — 58,30 9,0-106 7,0-109
SoftMTL 37,59 39,08
HardMTL 40,92 39,05
CrossSoftMTL 36,64 39,03
CrossHardMTL 42,30 39.96 633.310° B0
FreezeMTL (SED, ASC) 42,44 45,86
FreezeMTL (ASC, SED) 51,29 30,74

nmerormas ToauHoctd ASC — 40,92 % u SED — 39,05 %.
BunHo, 9TO TaHHBIH MTOAXOM JETEKTUPYET COOBITHS C TAKOH
K€ TOYHOCTBIO, Kak U anroput™ SoftMTL, Ho cymiecTBeH-
HO TOUHEE KJIACCH(HUINPYET aKyCTHUECKHE CLICHBI.

3amerum, uto B anroputmax SoftMTL u HardMTL nan-
HBIE OJIHOM 33j1aul HUKAK HE UCIIONB3YIOTCS TPU 00y4eHUH
JIEKOIMPOBILMKA BTOpoi 3agauu. [ unoretnyecku, 6onpliee
KOJIMYECCTBO 06yqalomy1x JaHHBIX JOJI’)KHO IMPHUBECTU K
Oosiee BBICOKOTOUHOI Mozenu. KomMOuHaImst aropuTMoB
SoftMTL u CrossMTL non nazpanuem CrossSoftMTL
MIO3BOJISIET MOIYYUTh MOJIENb, 00Iaaaonield TOUHOCTIMHI
ASC — 36,64 % u SED — 39,03 %, B TO BpeMst Kak 100aB-
nerne CrossMTL B HardMTL npuBoanT kK 00y4eHHIO MO-
JieTH, KoTopasi ieMoHcTpupyeT TouHoct ASC — 42,3 %
u SED — 39,96 %. Bugno, uto anroputm CrossMTL mo-
3BOJISIET YITyUIIUTh TOYHOCTH MOZIEIH ITPU €r0 COBMECTHOM
npumeHeHun ¢ anropurmom HardMTL, onHako ero komOu-
Harwst ¢ SoftMTL npuBoauT K HEOOIBIIIOMY YXYIIICHUIO
ToyHocTH ASC.

B 3aknroueHHne paccMOTpPUM IIPEAEIbHBIN Caydail all-
roputma HardMTL, a umeHHO cuTyanmio, Korjaa Mojaeib
CHavaJia MOJIHOCTBIO YYHUTCSI TOJBKO Ha JIAHHBIX MEPBOH 3a-
Jladu, 3aTeM Beca OOIIEro KOJMPOBIIMKA 3aMOPAKUBAIOTCS,
TI0CJIC Yero JICKOANPOBIIUK OCTABIICHCS 3a1a4u 10y IHBa-
eTcs Ha JaHHBIX CBOCH 3a1auu. Pe3ynbTarsl MpuMeHEHHs
JAHHOTO aJITOPUTMa MOJKHO HaWTH B TaONI. 3 B CTPOKax C
anroputMamu FreezeMTL. Bepcust (SED, ASC) o3nagaer,
YTO CHavajia Mojesb Obuta o0ydeHa pemars 3anagy SED, a
3areM JoydeHa pemarts 3agaqy ASC. Mcxons u3 pesynabra-
TOB, YKa3aHHBIX B TadI1. 3 MOKHO caeiarb BBIBOJ O TOM, YTO
TOYHOCTb PEIISHHUS 3a]1a41, KOTOPYIO MoieNb Oblia o0yye-
Ha pellaTh ePBOH, CYLIECTBEHHO BBILLIE 110 CPABHEHUIO C
TOYHOCTBIO MPECKa3aHui I BTOPOH 3agaun. ITo cBs3a-
HO C TeM, 4TO (haKTHIECKHU NP 00yYEHUHN MOJIENN penaTh
BTOPYIO 33/1a4y HCIIONIB3YIOTCS AIMOCIIMHTH, TIOJTyYCHHbIE
C ITOMOMIBIO KOJMPOBIINKA, KOTOPBIH YUHIICS pelIaTh mep-
BYIO 3ajady. 3aMETHM, YTO MOPSIO0K, B KOTOPOM MOJEIh
YUUTCS pelarh 3ajady cymecTBeHeH. Ecim cHagana mo-
nens o0yunTh Kinaccuduimposats ASC, To TouHocts SED
ymenbIaercst 10 30,74 %, 9To HIDKE Pe3yIbTaToB BCEX BbI-
LIEYTIOMSHY THIX aJITOPUTMOB, B TO BPEMsI KaK IIPH NEPBOHA-
YaJIbHOM 00YYEeHHUM MOJIEH pemarh 3a71aqy SED TounocTh
ASC cocrasnser 42,44 %, 4To BBIIIE, YEM Y OCTAIBHBIX

MOJIXOJI0B MPpH 0IHOBpeMeHHOoM TouHocTH SED B 45,86 %.
DTO TOBOPUT O TOM, YTO AMOCIIMHTH, ITOTyYSHHBIE C TI0-
MOIIbI0 KoaupoBmIuka Moaenn SED conepxar Gombime
MoJIe3HOH MH(POPMAIH 00 ayInoCOOBITHH IO CpaBHE-
HUIO C BEKTOpaMH, CTeHepUpOBaHHBIMU Monenbio ASC.

B pesynbTare mpoBeIeHHBIX YKCIIEPUMEHTOB MMOKa3a-
HO TOJIOKUTeNbHOE BiusiHue anroputma CrossMTL Ha
TOYHOCTb Ipe/icKa3anuii GuHaIbHBIX Mozeneil. [Tomydyena
MHOT'03a/1a49Hasi MOJICJIb, 00YYCHHAS C TIOMOIIBIO AJTOPHT-
ma FreezeMTL (SED, ASC), xotopast knaccuuuupyet
ASC ¢ Tounoctnio 42,44 %, uto Bcero Ha 0,46 % MeHbIIIe
0 CPABHEHUIO C 0a30BBIM ITOIXOJIOM, & TAKXKE TO3BOJISCT
JIETEKTUPOBATh ayAHOCOOBITHSI ¢ TOYHOCTHIO 45,86 %, uTO
Oonpme 6azoBoro moaxona Ha 2,56 %. bonee Toro, momy-
YeHHAs MOJICTh COACPXKHUT Ha 7,8 % MeHbIe 00ydaeMbIxX
MapamMeTpoB, a Takxke Tpedyer Ha 40 % MeHblIIe apuMeT-
YECKHX OTepaIyii o CpaBHEHHUIO ¢ HAMBHBIM HCITOJIb30Ba-
HUeM JByX He3aBUCHMBIX Mozeneil ASC u SED (ta6m. 2).

3akaouenue

3amada pacmo3HaBaHHUS MeTamH(pOpMamuu B 3ByKe
MPE/ICTABIACT OONBIION MHTEPEC KaK C TOUKU 3PEHHUS Hay-
KU, TaK U C TOUKU 3peHust nHycTpun. Ha nanHbIil MOMEHT
CYILECTBYET MHOKECTBO TTOJIXO/I0B, MO3BOJIAOIINX PEIIATh
OOJIBIIMHCTBO U3 HUX IIpX UCII0JIB30BaHUN OOJBIINX HEH-
POHHBIX CETei, COCTOSIINX U3 COTEH MUJUIMOHOB Mapame-
TpoB. Takue BbICOKKE TPeOOBaHUsI K pecypcam He MO3BOJIsI-
0T UCIIOJIb30BaTh JAHHBIE METO/IbI B YMHBIX YCTPOHCTBAX.
OnwucanHas npodieMa akTHBHO M3y4aeTcsl Ha €XKEroJHOH
xoHpepermn DCASE Workshop, e 05110 npenicraBieHo
MHOKECTBO 33/1a4 pacno3HaBaHus MeTauHpopMamu. s
WCCIIeIOBaHMsI OBIITM BBHIOPAHBI JABE 3a/1a4M: KIACCUDU-
Kalli{ aKyCTHYECKUX CIEH U JETEKINH ayaHoCOOBITHH.
B nacrosmieit paboTe mpemioykeHa KOMIIaKTHast HeHpOHHAs
ceTh, cocrosmas u3 633,5 Teic. 00ydaeMBIX TapaMeTPOB,
TpeOyromas 43,2 MIH apuMETHISCKUX Omeparuil 1
00paboTKu aynuo JIUHOU B 1 ¢. JIaHHBINA MOAXOI UCTIOJb-
3yer Ha 7,8 % MeHbIe 00yyaeMbIx mapaMeTpoB u Ha 40 %
MEHbIIEe apUPMETHUECKUX OTEepaluil 10 CPABHEHHIO C
HAauBHBIM ITPUMEHEHHEM JBYX HE3aBUCUMBIX MOJIEICH.
PaccMoTpeHBI KiTacCHYecKre alropuTMbl MHOT033/1a49HO-
ro ooyuenus SoftMTL u HardMTL u npenmoxxeHbl ux
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moaudukaimu CrossSoftMTL u CrossHardMTL. Uzyuen
npeenbHbIi cyyaii anroputma HardMTL, korna monens
CHayaJsa YYnuTCs peliaTh OJHy 3aJiady, 3aTeM Beca 00IIero
KOJMPOBILUKA 3aMOPAXKHUBAIOTCS U, HAKOHEL, MOJEIb J10-
yUUBaETCs perarh BTOPYIO 3a1ady. JlaHHbIi alroputm no-
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AHHOTaNMA

BBenenne. [1o Mepe yciIoKHEHUS! HEHPOHHBIX CETEH YBEIMUMBACTCS KOJIMYECTBO MAPAMETPOB U HEOOXOAMMBIX
BBIYMCIICHUH, YTO 3aTPyIHIET YCTAHOBKY M KCIUTYyaTaI[MI0 CUCTEM HCKYCCTBEHHOTO MHTEIUIEKTA Ha MepudepuitHbIX
ycrpoiicTBax. CTpyKTypHast AUCTHILISAIMS MOXKET CYIIECTBEHHO COKPAaTHTh PECYPCOEMKOCTh MPUMEHEHHUs JTFOOBIX
HelpoHHBIX ceTeill. MeToa. B pabote mpeacTaBieH METO/] ONTUMH3AINHI HEHPOHHBIX CeTell, KOTOpPBIN codeTaeT B cebe
MIPEUMYIIEeCTBA CTPYKTYPHOU MUCTHIIISIIAE W TeHETHIECKOTO alropiuT™Ma. B oTiandne oT HBOMIONNOHHBIX MOIXOMO0B,
HCTIONB3YEMBIX MPU MOUCKE ONTHMAIBHOW apXUTEKTYPHI MIIH JUCTHUIIIIMN HEHPOHHBIX ceTel, npu GopMupoBaHUN
BapHaHTOB JUCTWIISIIMA NPeUIaraeTcsl KOAUPOBaTh HE TOJIBKO IMapaMeTpbl HEHPOHHOMN CETH, HO U CBS3H MEXIY
HellpoHamy. OCHOBHBIE pe3yJbTaThl. DKCIIEPUMEHTAIbHOE UCCIIE0BaHNE NPOBOANIOCH Ha Mozensix VGG16 u
ResNet18 ¢ ucronb3oBanneM Habopa nanubix CIFAR-10. TTokazaHo, 4TO CTPyKTypHast JUCTHIUISALMS MO3BOJISET
ONITHUMHU3HPOBATh Pa3Mep HEHPOHHBIX CETeH, COXpaHsAs UX 0000IIAIONIYI0 CTIOCOOHOCTh, @ TEHETUUECKUH alrOpuT™
HCTIONB3yeTcs Uil 3 (EKTUBHOTO MONCKa ONTUMANBHBIX BAPHAHTOB AUCTHIUIAIMN HEHPOHHBIX CETEH, YUUTHIBAs X
CTPYKTYPHYIO CIOKHOCTb M TIPOU3BOANTENHHOCTE. O0cy:kaeHne. [lomydeHHbIe pe3ynbTaThl MPOAEMOHCTPHPOBAII
3¢ PEeKTHBHOCTH MPEIOKEHHOTO METO/Ia IPH YMEHBIIEHHN Pa3MepOB M YIydIICHHH MTPOU3BOJUTEIFHOCTH CETEH ¢
JIOITyCTUMOM NOTepel kadecTsa.

KiioueBrble c1oBa
HMCKYCCTBEHHBIH WHTEIUIEKT, HEHPOHHbIE CETH, CTPYKTYpHAs TUCTUIUISALINS, TEHETUYECKUN aJITOPUTM

Cepuika puas nutupoBanus: Kyssmun B.H., Menucos A.b., Cabupos T.P. MeTox ontuMun3annu HEHpOHHBIX
ceTell Ha OCHOBE CTPYKTYpPHOH NUCTHIUISIWHU C NMPUMEHEHHEM TeHeTHdeckoro anroputma // HayuHo-
TEeXHHUYECKUI BECTHUK MH(POPMAIIMOHHBIX TEXHOJIOTH, MexaHuku U ontuku. 2024. T. 24, Ne 5. C. 770-778. doi:
10.17586/2226-1494-2024-24-5-770-778
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Abstract

As neural networks become more complex, the number of parameters and required computations increases, which
complicates the installation and operation of artificial intelligence systems on edge devices. Structural distillation can
significantly reduce the resource intensity of using any neural networks. The paper presents a method for optimizing
neural networks that combines the advantages of structural distillation and a genetic algorithm. Unlike evolutionary
approaches used to search for the optimal architecture or distillation of neural networks, when forming distillation
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B.H. KyabmuH, A.B. MeHucos, T.P. CabupoB

options, it is proposed to encode not only the parameters of the neural network, but also the connections between
neurons. The experimental study was conducted on the VGG16 and ResNet18 models using the CIFAR-10 dataset. It
is shown that structural distillation allows optimizing the size of neural networks while maintaining their generalizing
ability, and the genetic algorithm is used to effectively search for optimal distillation options for neural networks, taking
into account their structural complexity and performance. The obtained results demonstrated the effectiveness of the
proposed method in reducing the size and improving the performance of networks with an acceptable loss of quality.

Keywords

artificial intelligence, neural networks, structural distillation, genetic algorithm
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BBenenue

CoBpeMeHHbIE UCKYCCTBEHHBIE HEHUPOHHBIE CETU
(MHC) MOryT BKITFOYATh COTHHU CIIOCB M MO3BOJISIOT JO-
OMBaTHCSI BEICOKMX PE3yJIbTATOB B PEUICHUN Pa3IMIHBIX
3aj1a4, HallpuUMep, TAKUX KaK pacro3HaBaHUE U Kiaccudu-
Kanus o0bekTOB Ha m3o0paxkenmsx [1]. OgHako mo mepe
YBETUYEHUS CIIOKHOCTH HEHPOHHBIX CeTeH (IHCII0 CI0EB)
00bEeM BBIYHCIICHHUN PE3KO Bo3pacTaeT [2]. DTO BBIABUTAET
Oosnee BhIcOKHE TpeOoBaHMs K MH(OPMAIIMOHHOW HH(pa-
ctpykrype skcrnyaranuun MHC. CooTBeTCTBEHHO, IS
HEKOTOPBIX MPUKIATHBIX 3a7a4 clIokHO BHeApuTh MHC,
KOT/Ia BEIYHMCIIUTEIIbHASI MOIHOCTh U DHEPronoTpedieHne
orpaHn4eHs! [3]. DTo 0COOEHHO aKTyal bHO NMPH yBeIHUe-
Huu cnoxkHoctu MHC. Hampumep, mmpoxo ucnonszyemMas
cBepTovHas HeiipoHHas ceth ResNet50 [4] 3annmaet 6oee
95 Mb mamstu Ui XpaHeHUs, COMep>KUT Ooree 23 MITH Ta-
pametpoB u Tpedyet 4 GFLOP ms Berancienuii. Momens
GPT-3 conepxur 175 mupa mapamerpos [5], a GPT-4 —
1,76 tpnH [6].

Pa3paboTka HEHPOHHBIX CETEH SBISAETCS] OTHOBPEMEHHO
KITIOYEBBIM M CJIOXKHBIM MPOIECCOM B CO3IaHUU CHUCTEM
HCKYCCTBEHHOTO MHTEIIJIEKTA, CBA3aHHBIM C TOMCKOM OMNTHU-
MaJIbHOW apXUTEKTYpPbl, KOTOPas COOTBETCTBYET IMPUKIAI-
HOM 3a/1aue, JaHHBIM U, KaK CJIEJCTBUE, AAeT HAWTyUIIni
pesynbrar. [Touck apxurektypsl HeiiponHoit cetu (Neural
Architecture Search, NAS) 3akitodaercs B OlpeaeaeHun
HaWIyqIIeH TOTOJIOIUH [UIsl peIIacMO 3a/1a4H.

OCHOBHO¥ MPUYNHON ONTUMHU3AINHI TOTOBBIX APXHUTEK-
TYp HEHPOHHBIX CETEH ABISAETCS CHIDKCHHUE €€ CII0KHOCTH.
HUccnenoBanns B obmactu NAS mperararotr cKaTb CTPyK-
Typbl HEHPOHHBIX CETEH B TIOPSIKE BO3PACTAHUS UX YPOBHS
CIIOKHOCTH U 0a3MpyIOTCsl Ha OOYYEeHUH C TIOAKPETIIICHHEM
WM 9BPUCTHYECKUX nonaxonax. Vexons u3 orpaHuyeHui
STUX MOAXO/A0B, 3aKIIOYAIOIINXCS B TIOJTHOM MOMCKE IS
KaX10¥ crenuduKanuyu pa3BepThIBaHUs 000PYIOBaAHHS
WY LIeJIU, IPUMEHEHUE 3BOJTFOLIMOHHBIX aJITOPUTMOB CTOUT
0000IIUTE ClIeyIONIEH MOCIIeIOBATEILHOCTHIO: HHHUIHAIIHI-
3a1usl U3 HaYaJIbHBIX BAPHAHTOB apXHUTEKTYP (BPYUYHYIO);
MIPUMEHEHHE OTIEPATOPOB SBOIOIHOHHOTO AITOPUTMA IS
CO3/IaHMsI HOBBIX apXUTEKTYP; IKCILTyaTaIus, IPH KOTOPOH
HCIIONB3YIOTCS 3HAHUS, XPAHSIIUECS B UICTOPUH BCEX Olle-
HEHHBIX aPXUTEKTYP.

Taxas mocnenoBareTbHOCTs NAS mpuMeHsAeTCS I
MIOCTPOEHHS MOJEIH MAIIMHHOTO 00y4YeHUs C HyJIsI (¢ pu-
MHUTHUBaMH HU3KOTO YPOBHSI JIJIsi KOMOMHHUPOBAHHUS TIPH3HA-
KOB U 00YYCHUSI HEHPOHOB), KOTOpPasi CIOCOOHA TOTYYUTh
OTHOCHTEJIBHO JIYUIIyIO IPOU3BOIUTEIBHOCTD ISl pellia-
eMoli 3a/1auu.

OnHaKo OHUM U3 CaMbIX MOIMYJISIPHBIX CII0COOOB CHU-
JKEHMSI CJIOKHOCTH HEMPOHHON CETH SIBISETCS TUCTHII-
nsust (o6peska). Llens TUCTHIIISAINT — yOanuTh 9acTh
TapaMeTpPOB HEHPOHHOM CeTH, YTOOBI OHU HE yUaCTBOBAIHN
B mporiecce 00yJeHust 1/ uin BeiBoza. B padorax [7—14] u3-
ydeHa AUCTWUISAINSA HEHPOHHBIX CETeH, KOTopasi BKIIOYaeT
OCHOBHBIC THUIIBI: CTPYKTYPUPOBAaHHAS M HECTPYKTYPHPO-
BaHHAs JUCTIIISINN.

MeTozbl HeCTPYKTYPUPOBAHHON TUCTUILISILIMH YIAJISIOT
Beca 0e3 coOMroIeH s Kakoro-JIioo ropsiaka. [yt MeToioB
CTPYKTYPUPOBAHHOI — (hOPMUPYIOTCSI KDUTEPUH U Orpa-
HUYEHHUS, KOTOPBIC ONPEIEISIOT, KaK Oy/leT BBIITOJHEHA
muctmuranus. Cpean BceX METOIOB BBIJCISIFOTCS KpUTE-
puu 00pe3Kr HeHpPOHOB HAa OCHOBE 3HAYCHHUU MX BECOB.
Jloruka, nexarasi B OCHOBE 3THX METOJOB 00PE3KH, Mpo-
CTa: OMpPENENICHHOE KOJINYECTBO MU JIOII0 OT BCEX BECOB
HEWPOHOB, KOTOPBIE BHOCAT MEHBIIHH BKJIa]] B O0yUEHHYIO
MOJIENb, YAATSETCS U3 apXUTEKTYPBl. DTO YCKOPSET BBITIOJN-
HEHME BBIBOJIA M HAJIENSIET €€ JYUIIUMH BO3MOKHOCTSAMU
00600menusi. OHakO MHOTOKpATHBIE ATaIbl 00PE3KH Mpo-
JIEeMOHCTpUPOBaIH [9], 4TO OHA MPUBOJIUT K CHUIKEHUIO
MIPOU3BOUTENILHOCTH Moen. Kpome Toro, MoxHO Tak co-
KpaTUThb BCIO MOJIEIb, U3MEHSISI BCIO apXUTEKTYPY U C/IelaTh
MIPE/IBApUTEIBHO 00yUYCHHBIC TTapaMEeTPhl HEIPUTOTHBIMH
JITISL UCTIOJIB30BaHuA [8].

B pab6ore [7] ob6Hapyxeno, uro B MTHC moxer cyme-
CTBOBATh M30BITOYHOCTh IEMEHTOB, YTO OO0YCIOBIMBACT
BO3MOJKHOCTB U I1€J€CO00Pa3HOCTh ONTUMHU3AINN apXU-
tektypbl MHC — cHmwkenune ee cnoxHoctu. Kpome Toro,
M30BITOYHOCTH AMeMeHToB (Heliponos) MHC moxer cHu-
JKaTh MX HAJEKHOCTb, MOBBIIIAs PUCK COCTA3ATEIbHBIX
atak [8]. Ilpu cTpyKTypHOH AUCTUILIALUN BO3MOXKHO HE
TonbKo pa3BepHyTh MHC Ha ycTpolCTBE ¢ OrpaHH4YeHHBIMU
pecypcaMu, HO U COXPAaHUTh IIPU STOM €€ IPOU3BOUTENb-
HOCTb [9]. Takoil mpouecc COCTOUT U3 ITAOB OLIEHUBAHUU
BakHOCTH napameTpoB THC n ux cenekTHBHOM yaajieHuy,
YTOOBI OHHM HE Y4aCTBOBAJIM B O0yUECHNH W/HITH BBIBOJIEC —
0 CYTH, X 0OHyneHuu (puc. 1).

[TapamnensHo, ¢ ynaneruem HeiipoHoB MHC, moxet
3HAUUTENILHO YITyUIIUTHCS COCTSI3aTEIbHAS yCTOMUMBOCTb.
DT0 0COOEHHO aKTyaJIbHO, TaK KaK B YCIOBHUAX oOecrie-
yenus 6ezonacHoct MHC u orpaHu4eHHOCTH PECypCOB
OZIHOBPEMEHHO HEOOXOJMMBI HaJIS)KHOCTh U KOMITAKTHOCTb
HelpoHHBIX ceTeit [10].

Bce pa6ots! B Hanpasnenny auctuiusinnn MHC noka-
3aJIM, 4TO OOJIBIINE CETH MOXKHO CBECTH K TOpa3io MEHb-
IIAM TIOJICETSIM, COXPAHSIS IIPH 3TOM UX KaueCTBO (DyHKIIHU-
onupoBanus [11]. OTMeTum, 4TO NOAXOBI K CTPYKTYPHOI
muctmuriu MHC oxBaThIBAIOT psiJ| aCTIEKTOB, BKIJIIOYAS
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Puc. 1. IIpumep cTpyKTypHOU AUCTUIISILIUY UCKYCCTBEHHON HEHPOHHOU CeTH (HACBILEHHOCTh CTPEJIOK OIPEAEIsIeT 3HaueHUE BECOB
CEeTH, KPACHBIHN 1IBET — TOJIOKUTEJIbHAS CBSI3b, CHHUN — OTpULIATEIIbHAS)

Fig. 1. Example of structural distillation of artificial neural network (the arrows saturation determines the value of the network
weights, red color is a positive connection, blue is a negative one)

CXEeMBbI y/laJeHnsl HeHpOHOB M cBs3ei [12], BbIOOp mapa-
Mmetpos [13] u meronos obyuenus MHC [14]. K coxare-
HUIO, CYIIECTBYIOIINE PEIICHUS MO-TIPEKHEMY 3aBUCST
OT SMITMPUUYCECKUX MPABHII WU 3apaHee ONPeAeTICHHBIX
ApXUTEKTYPHBIX MIA0IIOHOB, YTO JENAeT NX HEJOCTaTOYHO
YHHUBEPCAIbHBIMU.

OnHMM M3 TaKuX YCIIEIIHBIX MTOJXOJI0B SIBISIETCS y/ia-
JIEHUE OTJENbHBIX HEHPOHOB Ha OCHOBE UX BECOB, T. €.
o0aarouX BECOM HIDKE OINpeesieHHoro nopora. Ha
HPaKTHKE 3TOT MOPOT OOBIYHO OIPEIENSETCS MyTEM CpaB-
HEHUsI BECOB BHYTPH KakJI0TO YPOBHS MJIH INI0OANBHO 10
Bcelt cetu. OJTHAKO MHOTOYMCIIEHHBIE ATAIlbl COKPAICHUS
TI0Ka3aJI1, 4YT0 HEOOXOMM TIAaHOBBIM METOJ CTPYKTYpPHOM
muctusanuu MHC, xotopslil npeanonaraeT, 4To Ha paH-
HuX cragusx odoydenus MHC moxHO ymamuThk Oonbinee
YHCIIO HEHPOHOB, B TO BPEMs KaK Ha MO3JHUX CTaIUAX
CJIelyeT CHUCTEMAaTHYECKH COKpAIaTh YUCIO OOHYICHHBIX
BECOB.

®opmasu3zanus nNpouecca CTPyKTYpPHOM
muctunasuua UHC

®DopMaM30BaHHOE OMUCAHUE CTPYKTYPHON ITHUCTHII-
nsmn UHC MoxeT OBITh IPEICTaBICHO CIEAYIOMIIM 00-
pasom.

ITycte mana MHC c apxutextypoit N u mapamerpamu
W. 1lenb COCTOMT B TOM, YTOOBI HAMTH ONTUMAJIbHBIN BEK-
TOP-UHJMKATOP ¢, KOTOPBIN yKa3bIBaeT, KaKue HEHPOHBI
CJIICAYET yIaJIUTh U3 CETH, ‘-ITO6I)I MUHHUMU3UPOBATH HEKOTO-
Pyto QYHKIUEO TOTEPh L MpH COXPAHCHHUH OIMPEICICHHOTO
YPOBHS IPOU3BOAUTEIHLHOCTH MOJIENH.

dopmabHO, 33/1a4a ONTUMHU3AIUH yaJeHUs: HEUPOHOB
MOJKET OBITh OIHCaHa KaK:

minZL(N(W O ¢)), (1)

rae N(W © ¢) — HelipoHHas ceTh ¢ mapamerpamu W, B
KOTOPBIX BECa, COOTBETCTBYIOIINE HCAKTUBHBIM HEHPOHAM,
00OHyIneHbl; L — (YHKIUS TOTEePh, KOTOPAsi 3aBUCUT OT

npousBogurenasHocTn MHC Ha HekoTOpoM HabOpe JTaHHbIX;
© — 1o3eMEeHTHOE YMHOKEHNE MATPHIL; ¢ — OWHApHBIA
BEKTOP-UHAUKATOP, TI€ ¢; = 1 yKa3bIBAET, 4TO j-i HEUPOH
aKTMBEH, U ¢; = 0 — j-H HEHPOH yJasIeH.

TakuM 006pa3om, BEKTOpP-MHIUKATOP C ITO3BOJIS-
et chopMHUPOBATH AUCTUIUINPYEMYIO HEHPOHHYIO CETh

n I
N.= U U cjjl; ¢ meranmsanmeii kaxmoro cuos . Korna ¢ =
=1=1
1 st 1r00BIX [ 1 j, To N, Ha camoM jiesie sSIBJISICTCST UCXOI-
Hoii ceTbio N.

Taxum 00pa3om, Leib JUCTHISIIIUE COCTOUT B TOM,
YTOOBI HANTH TAKOH BEKTOP-UHMKATOP ¢, KOTOPBII obecre-
yUBaeT HaWIyullyto npoussoaurensHocts MTHC u munu-
MH3HpPYET BBIYHUCIHUTEIbHBIE 3aTpaThl 00pe3aHHoi cetn N..
Hcnonb3ys uncno onepauuii ¢ miaaBaroUleil TOYKOHU B ce-
kyHxy (FLOPS), xoTopoe siBisteTcst 0011eit MeTpIKOi, s
M3MEPEHHNs! BEIMMCIUTENBHBIX 3aTPaT, 3a/1a4a JUCTHIUISILUAN
Oyzmer ompeneneHa B BUAE:

argmax(F(N.), FLOPS(N,)). 2)
c€10,1}

Onucanue 3TANOB METOIA CTPYKTYPHOI
muctaaasuun MHC

Peanm3oBaHHas MeTOOUYECKas cXeMa CTPYKTYPHOM
muctrwsamn MHC BrmrogaeT ymaneHue HeHpoHOB Ha OC-
HOBE OIICHKH WX YyBCTBHTEIBHOCTH U BKIIAJa B KAYECTBO
¢yuakunonnpoBanns MHC. OcHOBHOE MPaBHUIIO COCTOUT B
TOM, YTOOBI HCKITIOYUTH HEMPOHBI ¢ HANMEHBIIIEH YyBCTBU-
TCJIbHOCTBIO, CBOJA K MUHUMYMY UX BJIMAHUC HA ITPOU3BO-
nutenbHocTh MHC. DTOT mporiece cokparieHus dJIeMEeHTOB
MPUBOJNT K ONTUMH3ALUK CETH, CHUXKAsl CIIOKHOCTD, BbI-
YHUCIIUTEIbHBIE TpeOOBaHUs U BpeMs 00paborku. OHako
nipu 06peske MHC HeoOX0auMO MPOSIBIISITE OCTOPOYKHOCTH,
MIOCKOJIBKY Ype3MepHOe yAajJeHHe HEHPOHOB MOXKET OTpPH-
[[aTEJIBHO MOBJHATH Ha TIPOU3BOIUTEIFHOCTH CETH. TakuM
o0pa3om, moaaepkaHue OallaHCa MEXKIY yAaJICHHUEM U
npomsBoauTensHOCcTRI0O MTHC nmeer pemaroriee 3HaYCHNE
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B IIPOIIECCE ONTHUMHU3AIINH, YTOObI IPEIOTBPATUTD TIOTEPIO

KPUTHYECKOH nH(pOpMAaLUH.

Hcnonp3oBanne reHetnaeckux anroputmos (I'A) [15]
st crpykryproit ety MHC BkirogaeT B cedst Tpu
OCHOBHBIX 0COOCHHOCTH: OMOMHCIIMMPOBAHHBIH TTOIXO/,
TTO3BOJISTIONINIT 3aKOANPOBATH APXUTEKTYPY HEHPOHHOM
CETH B BEKTOP XPOMOCOMBEI; C IOMOIIBI0 ['A MOKXHO OBICTpO
HalTH CyOONTHUMANBHYIO CTPATETHIO YIAICHHS HEHPOHOB,
s A ve TpeOyercs nHpopManuy o Tumepnaparpax 00-
yuennss MHC.

Takum o6pazom, TA! npu noucke onrTuMaIbLHOM cTpa-
Teruu cTpykrypHoil nuctmmsiiuun MHC onHoBpeMeHHO
UILET HA0OP ONTUMAaJIbHBIX BECOB HEHPOHOB B MOIYJISIIIN
B Ka)KJIOM ITOKOJICHUH, YTO PUBOAUT K YMEHBIICHUIO pa3-
mepoB THC.

CrpykrypHas puctuuisinus MHC ¢ ucnonb3oBanuem
I'’A MoeT OBITh TOCTUTHYTA CJICTYIOLINM 00pa3oM.

Jran 1. UHuuuaau3aumus Ha4YaabHOMH MOMYJIsIUM.
Kaxnprit uamuBun 1t [A ipencrasisier co0ol HEKOTOPYIO
KOMOHMHAITIIO XpPOMOCOM (HEHPOHOB U CBSA3CH).

Omumrem BapuaHThl KOMupoBkH cTpykTypel MHC s
HEWPOHOB U cBs3el (puc. 2).

— HelipoHnbl: KaXIblii T€H XPOMOCOMBI IIPEICTABIISIET
COBOKYITHOCTh aKTMBHBIX HEHPOHOB. 3HaueHue | B mo-
3ULMY j 03HAYACT, YTO HEHPOH j AKTUBEH, & 3HAUCHUE
0 — HeakTuBeH. HeakTHBHBIIN HEMpoH nopa3ymeBaet,
YTO BCE BXOAHBIE COETUHEHMS YIANISIOTCA KaK BO BpeMst
00yueHusI, TaK ¥ BO BpeMsi BbIBozia. J[IIMHA XpOMOCOMBI
B JJAHHOM CJIy4ae paBHa uMciy HelipoHos cios MHC.

— CBsi31: K@XIBIA T'€H MPEACTABISET CBI3b MEKLY CIIOsI-
Mu. VIHTepripeTanyst ABONYHBIX 3HAUCHUH CIIe Iy OIIast:
€CJIN TECH paBeH 1, CBSI3b MEX/Y COOTBETCTBYIOIIUMHU
CIIOSIMH CyIIIeCTBYeT. JIITMHAa XPOMOCOMBI — MHOXECTBO
CBsI3ell Mex Iy HelipoHaMmu cocennux cinoeB MHC.
Jtan 2. Ouenka npucnocodaeHHocTu. Kaxpiii Ba-

pUAHT yAaleHus HeHPOHOB (XPOMOCOMBI) OI[CHUBAETCA

Ha OCHOBE MTPOU3BOAUTEIBHOCTH HA HEKOTOPOM TECTOBOM

Habope naHHbIX. [IpOM3BOAMTEILHOCTE MOXKET OBITH U3MeE-

peHa, HarpuMep, TOYHOCTHIO KITaCCH(UKALINH, CPETHEKBA-

JPaTUYHON OIIMOKON MM 3HaYeHHEM (PyHKLIUH MOTEPb.
Iran 3. Cesexkuus. XpoMOCOMBI ¢ HAWTYYIIMMU 3Ha-

YeHUSIMH (PUTHEC-(DYHKITUH BEIOMPAFOTCS TS TaTbHEUTIICH

00pabOTKH C MCIIONB30BAHHUEM OMEPATOPOB CKPEIINBAHUS

1 MyTanuu. J{ast JaHHOTO MCCleIOBaHus OyJeM CUUTATh

¢uTHEC-(DYHKINIO ONIpEeNIeHHO B BEIpakeHUH (1).
Jran 4. CkpemuBanue. BBITIOTHISTCS CKpeluBaHUE

BbIOpaHHBIX BapruanToB MTHC, uT065I cO31aTh HOBOE TTOKO-

JeHre. B pe3ynbrare CKpeIuBaHus CO3/1at0TCsl HOBBIE KOM-

OMHAILIMY F'€HOB, KOTOPbIE COYETAIOT IIPU3HAKU POAUTEINCH

A=Aajli=1, ..., nlastilayer} uB={bli=1, .., nlastilayer}a

U BEIMUYUHOH p. B nuanasoHe [0, 1], koTopas onpenenser

TOYKY pa3pbiBa koaupoBku ceszeit MHC.

1 OcHOBHBIE TEPMUHBI, HCTIONB3yeMble B ['A 1 afganTHpoBaH-
HBIE IS cTpyKTypHOH muctmuranun MHC: ren — 6ok cerw,
BBITTOJTHSIONIH HEKOTOPYIO (DYHKIIMIO HaJ BXOAHBIMHU JaHHBI-
MH (KOTJ]a TeHOM SIBJISI€TCS HEHPOHOM, (DYHKIHUS IPEICTABISET
coboii HeKoTopyto QyHKIMIO akTUBanuH, HanpuMmep, ReLU);
XpoMocoma — mnpeacTasisier coboit Bcro MHC ¢ Heliponamu u
HX CBA3IMH; 0COOb — BUPTYaJIbHBIH OPraHU3M C XPOMOCOMaMU;
TIOMYJISIIUSL — COBOKYITHOCTB 0CO0€iA.

(1,0,1,0]

[1’ 09 0’ 09 0’ 19 0’ 09 0’ 19 1’ 19 1]

Puc. 2. BapuaHnTbl KOQUPOBKU CTPYKTYPbI UCKYCCTBEHHOH
HEeWPOHHOH ceTu Juist HelipoHa (a) u cBsizei (b)

Fig. 2. Options for encoding the artificial neural network
structure: for a neuron (a); for connections (b)

Iran 5. Myranusa. C BepOATHOCTBIO Py, KaXKABIN
XPOMOCOM H3MCEHSIETCS CIydaifHbIM oOpa3om. Omeparop
MyTaIlll{ MPEeIOTBpaIIacT OCTaHOBKY ['A B JIOKaIBHBIX
ONTUMYyMaXx.

Jrtan 6. OneHuBaHUe MPHUCIOCOOJEHHOCTH HOBBIX
BapuanToB oope3xkn MHC. HoBoe nokosieHne OrieHUBa-
€TCsl Ha TOM K€ TECTOBOM Ha0Ope JAaHHBIX, YTO U MPEABIY-
11ee, YTo0bI ONPEIEITUTh UX MTPUCTIOCOOICHHOCTD.

Jtan 7. [lopropeHue nmpouecca. DTamnbl CEJEKINH,
CKPCIIMBAHNUS, MyTallUK U OLIEHKH MPHCIIOCOOICHHOCTH
MOBTOPSIIOTCS 710 TEX IOP, MOoKa He OyAeT JOCTHUTHYTO
YCJIOBHE OCTaHOBKH (HAIpUMeEp, ONpEAeICHHOE YUCIIO
TTOKOJICHUH I CXOIUMOCTH K OIIPEICICHHOMY YPOBHIO
(hYHKIIUHU TIOTEPB ).

Otan 8. OTdop Jyumux BapuanToB. [locie 3aBepiie-
HUS TIpOIecca OTOMPArOTCs MHANBUABI C HAWITYYIIESH Mpr-
CroCcOOIEHHOCTRIO B KOHEUHYI0 omyrsauio. [Tomydennas
ONTHMaJIbHASI KOMOWHAITUS HEHPOHOB U CBSI3EH MPUMEHSI-
ercst ISl AUCTUIUISLIMKU UCXOJHOM HEMPOHHOM CeTu.

OKCcNEepUMeHT

OueHnuBaHue pa3pabOTaHHOTO MeToaa 00pPE3KU BEI-
MOJTHEHO Ha HeHpoHHBIX ceTax VGG16 [16] u ResNetl8
[17], xapakTepHCTHKH KOTOPBIX MPEACTABICHHI B Ta0M. 1,
Y BaIMIaMOHHON yacTu Habopa nanabix CIFAR-10 [18].

CIFAR-10 — nabop JaHHBIX, COCTOSIIUU U3
60 000 nzobpakenuii, 50 000 mst o0yuenus u 10 000 st
tectupoBaHusi. OH pazzaenen Ha 10 ki1accoB, U KaKbli
kiacc conepkut 5000 obyqaronmx u 1000 TecToBBIX H30-
Opakennii. Kaxprit o0bexkt CIFAR-10 mpezacrasmsier co-
601t RGB-n300paxkenne pazmepom 32 x 32 mukcena. IToT
Ha0Op JTAaHHBIX HIMPOKO UCTIONB3YeTCs IS KITacCU(HUKANH
N300pakeHUI 1 SBISETCS OAHUM M3 CaMBIX M3BECTHBIX
STaJIOHHBIX HAOOPOB JIAHHBIX B 00JIACTH KOMIIBIOTEPHOTO
3peHusl.
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Tabnuya 1. VicxoaHbIe HEMPOHHBIC CETH ISl SKCTIEPUMEHTA

Table 1. Initial neural networks for the experiment

Hanmenosanue npenodyuennoit MHC

Yucno napamerpos

Yuco ciioes

O6bem mamsitu, Mb

VGG16

14 849 345

16

56,13

ResNet18

11 689 512

72

57,42

Hacrpoiiku rumepmapamerpoB ['A crnemyromme: pa3mep
nonymsiu N = 30, ancio BEIOpaHHBIX TEHOMOB K = 5,
mapaMmeTp ckpemmuBanus p. = 0,6, mapameTp MyTanui

Pmut = 0,6, aricno payHaoB 7= 5.

PaccMOTpUM pe3ynbTarhl CTPYKTYPHON JUCTHILISILIAA
WHC (tabun. 2) 1 n3Menenue napamerpos ['A, KoTopbie
BIIMSIIOT Ha PE3yJIbTaThl BhIYMCICHUH (Tad. 3).

O0cy:xaeHne pe3yJibTATOB IKCIIEPUMEHTA

W3 pe3ynpraToB 3KCIIEPUMEHTOB cienyert, uTo ['A mo-
3BOJIMJI 3HAYUTEIIEHO YMEHBIIHUTD YHCIIO TTApaMEeTPOB B 00e-
nx MHC npu coxpaHeHnH IpUEMIEMOTO YPOBHS TOUHOCTH.

HecmoTpst Ha CTPYKTYpHYIO TUCTHIIISIINIO, KAYECTBO
Ha TECTOBOM Habope JaHHBIX OCTAJIOCh BBICOKMM. JTO

Tabnuya 2. Pe3ynsraTbl 9KCTIIEPUMEHTA

Table 2. Experiment results

P Ta | OO e el | rapaverpon HHC, % | FLOPS10¢
VGG16
1 13,2 53,438 0,8571 7 60,1
2 3,1 11,882 0,8597 21 48,5
3 0,9 3,578 0,8551 29 40,8
4 0,5 1,787 0,8473 55 29,5
5 0,3 1,243 0,8374 60 11,2
ResNetl8
1 11,2 42,707 0,7223 5 1,800
2 3,0 11,529 0,7213 26 1,080
3 0,9 3,591 0,7223 30 0,736
4 0,3 1,218 0,7234 33 0,590
5 0,1 0,460 0,6558 33 0,502
Tabnuya 3. Pe3ynpraThl BEIYUCICHAN TEHETHYECKOTO allTOPUTMA
Table 3. Genetic algorithm calculation results
Payun I'A Bpewmst pabotsr, ¢ Pesynbrar (3Hauenue neneBoi GyHKmm)!
VGG16

1 543,81 0,8571; 60,1

2 491,52 0,8597; 48,5

3 488,79 0,8551; 40,8

4 246,66 0,8473; 29,5

5 219,34 0,8374; 11,2

ResNetl18

1 367,83 0,7223; 1,800

2 332,46 0,7213; 1,080

3 330,61 0,7223; 0,736

4 166,83 0,7234; 0,590

5 148,36 0,6558; 0,502

I Beipaskenue (2).
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Tabnuya 4. PeUTHHT ¥ XapaKTepUCTHKN HEHPOHHBIX ceTeld, o0yueHHbIX Ha Habope naHHbIX CIFAR-10

Table 4. Ranking and characteristics of neural networks trained on the CIFAR-10 dataset

Haszsanne UHC Tounocts (must Ton-1) Bpewmst 00yuenns, ¢
UL-Hopfield [19] 0,8310 998,27
CvP [20] 0,8319 692,22
CCN [20] 0,8336 743,94
ThresholdNet [21] 0,8528 1014,47

Tabnuya 5. Pesynsrarsl ynanenus neiiponos npu I'A mist UTHC VGG16 u ResNet18 (ancno mapamerpos MHC, exn.)
Table 5. Results of neuron removal during GA for ANN VGG16 and ResNet18 (number of ANN parameters, units)

Caeprounsie ciion MHC

Paynns! nuctumisauun

1 2 3 | 4 | 5
VGG16
Conv 1 64 39 24 15 9
Conv 2 64 52 42 34 28
Conv 3 128 116 105 95 86
Conv 4 128 122 116 111 106
Conv 5 256 231 208 188 170
Conv 6 256 128 64 32 16
Conv 7 256 128 64 32 16
Conv 8 512 205 82 33 14
Conv 9 512 205 82 33 14
Conv 10 512 205 82 33 14
Conv 11 512 205 82 33 14
Conv 12 512 205 82 33 14
Conv 13 512 205 82 33 14
ResNet18

Conv 1 64 53 44 36 30
Conv 2 64 58 53 48 44
Conv 3 64 53 44 36 30
Conv 4 64 58 53 48 44
Conv 5 64 53 44 36 30
Conv 6 128 103 83 67 54
Conv 7 128 83 54 36 24
Conv 8 128 83 54 36 24
Conv 9 128 103 83 67 54
Conv 10 128 83 54 36 24
Conv 11 256 205 164 132 106
Conv 12 256 164 106 68 44
Conv 13 256 164 106 68 44
Conv 14 256 205 164 132 106
Conv 15 256 164 106 68 44
Conv 16 512 359 252 177 124
Conv 17 512 252 124 61 31
Conv 18 512 252 124 61 31
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CBUJIETENIBCTBYET O TOM, 4TO ['A MpaBUIBHO ONpenemsi
HEHPOHBI, Ybe yJaJeHHE HE CUJIBHO BIUAJIO Ha CIOCO0-
Hocts MHC K onpenenenuto kiacca n300pakeHHs.

BrInonaHuM cpaBHEHHE BPEMEHHBIX 3aTpaTr Ha T'eHe-
THYECKYI0 ONTHMHU3AIHUI0 U 00ydeHHE HOBBIX CETEH C
MEHBIINUM YHCIIOM IapaMETPOB H CIIOEB, HO C TAKHM K€
KadecTBOM. B Tabm. 4 mpencTaBieHbl pSUTHHT U XapakTe-
PUCTHKH HEHpPOHHBIX ceTeif, 00y4eHHbIX Ha Habope maH-
ubix CIFAR-101.

W3 Bpemenn obyuenus MHC BunHO, uTO Oonee ome-
PaTUBHO IPOBECTU AUCTHILISILUIO HEMPOHHOW CETH, C
MOCIEAYIOIMNM CHUKEHHEM CIIOKHOCTH U HEOOXOTUMBIX
pecypcoB, yeM 00y4arh HOBbIE HEHPOHHBIE CETH.

Taxum obpazom, ['A mpenmnouynraer ynansiTh HeHpo-
HBI, KOTOpbIE UMEIOT MEHbIllee BiIUsHUE Ha BbiBox MHC
WM KOTOPBIE MOTYT OBITH CKOMIIEHCHPOBAHBI APYTUMHU
HEHpOHaMHU B CETH. DTO MO3BOJISET COXPAHUTH OCHOBHBIE
TIaTTEPHbI U 3aBUCHMOCTH, 3a(UKCHPOBAaHHBIC HEHPOHHOM
CeThIo B Iporecce oOyueHust. [lepen ynaneHreM HEHpOHOB
I'A MOXeT olleHMBaTh BIMSHUE 3TOTO JEUCTBUS HA MPO-
M3BOJUTEIBHOCTD MOJIENIN C TTIOMOIIbIO BAINIALMOHHOTO
Habopa JaHHBIX. YIaJlIeHHuE SIBISETCS HEPAaBHOMEPHBIM
U KacaeTcs Tonbko cBepTouHblx cimoeB MHC. [lns MHC
VGG16 u ResNetl8 nsmenenus 3a 5 paynnos I'A npen-
CTaBJICHBI B TA0II. 5.

OTMeTHuM, UTO MPEANoNIoKEeHHEe O BOBMOXKHOCTU He-
Joryctumoro cHmwxkeHus: kadecrsa MHC ne onpasnano.
VYrnaneHue HEHPOHOB MOXKET JJaKe CIIOCOOCTBOBAThH OoJee
00o6mennomy obydenuto MTHC, mockosibKy 3TO MOXET
MIPEIOTBPATUTH NEPeOO0yICHHE 33 CUET COKPAIICHUS e¢
TIapaMeTpoB M YIPOIIEHNUS alPOKCUMHPYIOIIEH (yHKIHH.

Taxkum 0O6pa3oM, BEICOKOE KaueCTBO MpeCKa3aHIi Ha
TECTOBOM HabOpe JaHHBIX MOCIE CTPYKTYPHOH AMCTHII-
s MHC TA cBUaeTenbCTBYEeT O TOM, YTO yAajeHue
HeWpoHOB ObLIO BhInoiHEHO 3¢ dextnBHO. MHC ocraercs
CIIOCOOHOM K 0000IIEHUIO HOBBIX JaHHBIX U COXPAHEHHIO
BBICOKOI TOUHOCTH Ipe/ICKa3aHuM, 4TO JIeIaeT METO/ pHU-
TOZIHBIM Il yMeHbIeHus pazmepa MHC npu muHnMans-
HOM noTepe KadecTsa.

Takue pe3ynprarTbl HOIYEPKUBAIOT 3HAUUMOCTh ['A Ju1st
crpykrypHo#t quctmusinun MHC, ocobenHo korna BaXHO

IPeliTuHT mpejcTaBieH HAa OCHOBE JaHHBIX pecypca
paperswithcode [DnexrponHsIit pecypc]. Pesxxum noctyna: https://
paperswithcode.com/sota/image-classification-on-cifar-10 (nara
oOpamienus: 13.05.2024).
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COXPAHUTh BBICOKYIO TOYHOCTh IpEJCKa3aHUN MPH OJHO-

BPEMEHHOM COKPAIEHUU BBIYMCIUTEIbHOM Harpy3KH.
st 6omee kpynubix MHC, Takux kak OoJbIIve sI3bI-

koBble U MynabTuMonansusle MHC, npumenenne T'A s

CTPYKTYPHOH TUCTHIUTALIMHA MOKET UMETh ellie Oosee 3Ha-

YHMBIE PE3YIIBTAThI, 3aKIIOYAIOIINECS B CICIYIOIIEM.

— DKoHOMHUS pecypcoB. bonbIine sS3bIKOBBIE U MYJIBTH-
Monanpable MHC 00B9HO TPeOyIOT OTPOMHOTO KO-
JMYECTBA BBIYMCIUTENBHBIX PECYPCOB ATl 00yUEHUS
U nH(pepeHca. YMeHbIIeHHe pa3Mepa IM03BOJISEeT CHU-
3UTh TPEOOBAHMS K pecypcaM, UTo JenaeT ux Oomuee
JIOCTYIHBIMHU JIJISl IUPOKOTO KpyTa MOJb30BaTeNe 1
[IPUMEHEHUH.

— VYckopenue uHdpepenca. Ymenbpienue pamepa MHC
TaKKe MIPUBOJINT K YBEIMUYCHUIO CKOPOCTH HH(pepeHca,
YTO 0COOEHHO BaYKHO B MPUIJIOKEHUSIX PEabHOTO Bpe-
MEHH.

CoxpaHeHHe BBICOKOW TOYHOCTH Npeackazanuil. st
MHC, o0y4eHHBIX Ha OTPOMHBIX KOPITyCaX TEKCTa, COXpa-
HEHHE TOYHOCTH TPE/ICKa3aHUN SIBISIETCS KPUTHUECKUM,
MOCKOJIBKY OHH JOJDKHBI 00J1a1aTh BBICOKUM TOHUMaHNEM
A3bIKA JUIS YCIICIITHOTO BBITIOTHEHUSI PA3/INYHBIX 3a/1ad, Ta-
KHX KaK TeHepars TeKCTa WM OTBET Ha BONIPOCHL. B cimydae
¢ mynbrumonansHbiMu THC, koTopbie 00pabarbiBaroT Kak
TEKCT, TaK ¥ U300pa)KEHHsI UJIM JIPYTHe THIIbI IAHHBIX, TOY-
HOCTb MPEACKAa3aHNUHN TaKkKe SBISIETCS BaKHBIM aCIIEKTOM.

3akaouenune

B Hacrosiieit pabote npeacTaBieH HOBBIH METOJT OIITH-
MHU3aIM1 HEUPOHHBIX CETEH, OCHOBAaHHBIA HA CTPYKTYPHOU
JUCTUWIAIUUA C UCTTIOJIb30BAHUEM I'CHETUYCCKOT'O aJITOPUT-
Ma. DkcriepuMenTs! Ha Mozenax VGG16 u ResNetl 8 nmoka-
3aJIM, 4TO MPE/JIOKEHHBIH METOJI CIIOCOOEH CYILECTBEHHO
ONTUMHU3HUPOBATH Pa3Mep apXUTEKTYPhI CETEH, COXpaHsIs
IIPU ITOM UX NPOU3BOIUTENBHOCT. [lomyueHHbIe pe3yiib-
TaThl MOATBEPKIAIOT 3(P(PEKTHBHOCT METO/IAa B OIITUMH3a-
IIUM HEHPOHHBIX CeTel M ero MOTCHITHAN B IPUMCHEHUH K
JPYTUM MOJIEIISAM | 3a7ja4aM MaIlHHOTO 00ydeHus. B Oy-
IyIIeM TUTAaHUPYETCs PaCIIMPUTH 00NIacTh MPUMEHEHUS
MeTo/Ia Ha 0oJIee IMUPOKUH CIIEKTP apXUTEKTYp U HaOOpOB
JTAHHBIX, IPOBECTH OoJiee TITyOOKHI aHAIN3 €T0 XapaKTepH-
CTHK U MPEUMYIIECTB, a TAKXKe IKCIICPUMEHTAIBHO JOKa-
3aTh 3aKOHOMEPHOCTHU COKPAIICHHUS CIOKHOCTH OTCITBHBIX
CJI0€B IPU aJanTaluy COKPAIEHHbIX HEMPOHHBIX CETEH
JUIS APYTHX 3a7ad.
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Abstract

The main problem in building intelligent systems is the lack of data for machine learning, which is especially important
for sign language recognition for the deaf and hard of hearing. One of the ways to increase the amount of data for
training is synthesis. Unlike speech synthesis, it is impossible to create a sequence of gestures in Vietnamese and some
other languages that exactly repeat the text. This is due to the significant limitations of the gesture dictionary and the
different word order in sentences. The aim of the work is to enrich the educational corpus of video data for use in creating
recognition systems for the Vietnamese Sign Language (ViSL). Since it is impossible to translate the words of the source
text into gestures one to one, the problem of translating from a regular language into a sign language arises. The paper
proposes to use a two-phase process for this. The first phase involves pre-processing the text with standardization of the
text format, segmentation of words and sentences, and then encoding the words using the sign language dictionary. At this
stage, it should be noted that there is no need to remove punctuation marks and stop words, since they are related to the
accuracy of the N-gram model. Next, instead of using syntactic analysis, a statistical method for forming a sequence of
gestures is used, and the Markov model on the transition graph between words is taken as a basis in which the probability
of the next word depends only on the two previous words. Transition probabilities are calculated on the existing marked
corpus of the ViSL. The Breadth-first Search method is used to compile a list of all sentences generated based on a given
grammatical rule and a matrix of semantic interactions between words. The inverse of the logarithm of the product
of the probabilities of co-occurrence of consecutive 3-word phrases in a sentence is used to estimate the frequency of
occurrence of that sentence in a given data set. Based on the ViSL data of 3,234 words, we calculated probability matrices
representing the relationships between words based on Vietnamese natural language data with 50 million sentences
collected from Vietnamese newspapers and magazines. For different grammar rules, we compare the number of generated
sentences and evaluate the accuracy of the 50 most frequent sentences. The average accuracy is 88 %. The accuracy of
the generated sentences is estimated by manual statistical methods. The number of generated sentences depends on the
number of word parts that are labeled according to the grammar rules. The semantic accuracy of the generated sentences
will be very high if the search words are labeled with the correct part-of-speech tagging. Compared with machine learning
methods, our proposed method gives very good results for languages without inflections and word order that follow
certain rules, such as Vietnamese, and does not require large computational resources. The disadvantage of this method
is that its accuracy largely depends on the type of word, sentence, and word segmentation. The relationship of words
depends on the observed dataset. Future research direction is to generate paragraphs in sign language. The obtained data
can be used in machine learning models for sign language processing tasks.

Keywords

Vietnamese sign language, sign language model, automatic sentence generation, n-gram, Markov model, breadth-first
search, data enrichment, grammatical rules

For citation: Dang Kh., Bessmertny I.A. ViSL model: The model automatically generates sentences of Vietnamese sign

language. Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2024, vol. 24, no. 5,
pp. 779-787. doi: 10.17586/2226-1494-2024-24-5-779-787

© Dang Kh., Bessmertny .A., 2024

Hay4HO-TeXHNYECKNI BECTHUK MHDOPMALMOHHbBIX TEXHONOMUIA, MEXaHUKN 1 oNTukn, 2024, Tom 24, N2 5
Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2024, vol. 24, no 5

779


http://ntv.ifmo.ru/
http://ntv.ifmo.ru/en/
mailto:dangkhanhmta.2020@gmail.com
https://orcid.org/0009-0009-5882-7653
mailto:bessmertny@itmo.ru
https://orcid.org/0000-0001-6711-6399

ViSL model: The model automatically generates sentences of Vietnamese sign language

VK 004.932.72°1, 004.852

ViSL model: monenb aBToMaTu4ecKoii reHepanuu npeajioKeHui
BbETHAMCKOI'0 AI3bIKA KECTOB
Xanb Jlanur!™, Urops Anexcanaposuy BecemepTHbIii2
1.2 Vausepcurer UTMO, Cankr-Iletep6ypr, 197101, Poccuiickas ®enepanust

! dangkhanhmta.2020@gmail.com™, https://orcid.org/0009-0009-5882-7653
2 bessmertny@jitmo.ru, https://orcid.org/0000-0001-6711-6399

AHHOTaNMS

Beenenne. OcHOBHOM mpo061eMOIt TPK MOCTPOSHNH WHTEIIEKTYaTbHBIX CHCTEM SIBISETCSA HEOCTaTOYHOCTh JAHHBIX
JUTSI MAIITMHHOTO 00Yy4YeHHs, 4TO 0COOCHHO aKTya bHO AT PACTIO3HABAHUS SI3bIKA YKECTOB IS ITYXMX U CIIA00CIBIIIAIIINX
mropeit. OnHUM U3 c0CO0O0B yBEIHUYSHUS! 00beMa JaHHBIX JUTA 00ydIEeHHs] HHTEIUIEKTYadIbHBIX CHCTEM SBISETCS MX
cuHTe3. B ommume oT cuHTe3a pedn, co3aBaTh MOCHIEI0BATEILHOCTD JKECTOB Ha BRETHAMCKOM M HEKOTOPBIX JPYTHX
S3bIKaX, B TOYHOCTH TTOBTOPSIOMINX TEKCT, HEBO3MOXHO. DTO CBSI3aHO C CYIIECTBEHHON OIPaHHYEHHOCTBIO CIIOBapSI
JKECTOB M OTIIMYAIONIMMCS MTOPSIIKOM CJIOB B NpeUIoKeHUsX. Llenbio paboThl siBisieTcst oboramienie o0yJaroniero
Ha0Opa BHICOMAHHBIX JIJIsl CO3/IaHKsI CUCTEM Paclio3HaBaHHUsI BRETHAMCKOTO si3bika xkecToB (Vietnamese Sign Language,
ViSL). Metoz. ITocKobKy TPaHCIHPOBATh CII0BA HCXOIHOTO TEKCTa B )KECThl HEBO3MOXKHO, BOSHHUKAET 33/1a4a IIepeBoyia
¢ 0OBIYHOTO sI3bIKa HA JKECTOBBIN. [l pemeHns ToCTaBIeHHON 3a1auu B paboTe MCHONb30BaH ABYX(a3HbIN mporecc.
Ha mepBoii ¢a3ze BrimonHAeTCS npeaBapuTenbHas o0paboTka TeKCTa Co CTaHAapTU3aluel TeKCTOBOTO (opmara,
CeTMEHTANNeH CIOB M MPEATOKeHNH, a 3aTeM KOJUPOBAaHHE CIIOB C MOMOIIBIO CIOBApS sI3bIKa kecToB. Ha mannom
JTamne He TpeOyeTcs yNaIATh 3HAKH NMPEIMHHAHUS U CTOI-CIO0BA, IIOCKOIBKY OHU CBS3aHBI C TOYHOCTHIO N-TpaMMOBOH
Monenu. Ha Bropoit ¢aze BMECTO MCHOIB30BAaHUSI CHHTAKCHUYSCKOTO aHANN3a NMPUMEHSETCS CTaTUCTHYECKUI
MeToJ (hOPMUPOBAHUS MOCIIEAOBATEILHOCTH JKeCTOB. [Ipu 3TOM 3a 0CHOBY Oepercsi MapKOBCKasi MOJIeNb Ha rpade
MIePEX0/I0B MEKY CIOBaMHU, B KOTOPOH BEPOATHOCTD CJIEAYIOLIETO CJI0BA 3aBUCUT TOJIBKO OT JBYX IPEIbIAYIINX CIIOB.
BeposiTHOCTH Mepexo/10B BBIUUCIIIOTCS Ha CYIIECTBYIOIIEM pa3MeueHHoM Habope ViSL. Merox rpadoBoro nmoucka
B IIMPHHY HCTIONB3yeTCs Ul COCTABIEHUS CITHUCKA BCEX MPEAIOKEHHH, CTeHePUPOBAHHBIX HA OCHOBE 3aJaHHOTO
TrPaMMaTHYECKOTO MPAaBMUIA M MAaTPUIBl CEMAHTHYECKOTO B3aUMOAEHCTBHA Mexay cinoBamu. OOpaTHOe 3HaUCHHE
Jorapudma TpOU3BeICHHUS BEPOITHOCTH COBMECTHOTO TOSBICHUS MOCIEA0BATEIBHBIX CIOBOCOUYETAHHH U3 Tpex
CJIOB B TPEUIOKEHHUU UCTIONB3YETCS Il OIEHKH YaCTOTBI BCTPEUAEMOCTH 3TOTO TPEJIOKEHNUS B 3aJaHHOM Habope
naHHbIX. OcHOBHBIE pe3yabTaThl. OCHOBBIBAsCH Ha JTAaHHBIX ViSL, cocrosimmx n3 3234 ci1oB, pacCUnTaHbl MaTPHIIBI
BEPOSITHOCTH, MPEACTABIISIONINE OTHOIICHNSI MEX/y CIOBaMH, Ha OCHOBE JaHHbBIX VISL ¢ 50 MitH mpeanoxeHui,
COOpaHHBIX M3 BHETHAMCKHX T'a3eT U )KypHaJoB. J[JIs pa3iuuHbIX rPaMMaTHYECKUX MPABUII BHINOJIHEHO CPaBHEHHUE
KOJIMYeCTBa CTCHEPUPOBAHHBIX MIPEATIOKEHUH 1 OIleHKa ToYHOCTH 50 Hanbosee 4acTo BCTPEUArOLNXCs PEIOKEHUH.
Cpennsist TO4HOCTB cocTaBuia 88 %. ToYHOCTh CreHeprpOBaHHBIX MPETIOKEHNH OI[EHEHa CTAaTUCTUUECKUMHU METOIAMH.
Ioka3aHo, 4TO YNCIIO CTEHEPHUPOBAHHBIX MPENIOKEHNI 3aBUCUT OT KOIMYECTBA YacTeH CI0BA, KOTOPBIE TIOMEYEHBI B
COOTBETCTBHHM C MpaBWIaMH rpaMMaTHKi. CeMaHTHYeCKass TOYHOCTh CTEHEPUPOBAHHBIX MPEATOKEHHH BBICOKA, €CITH
TIONCKOBEIE CJIOBA ITOMEYEHBI MPABIIBHBIME dacTsiMu peun. Ob6cy:xaenne. [Io cpaBHEHHIO ¢ METOJaMU MAITHHHOTO
o0ydJeHusI, IperaraeMasl MoJIeIb JaeT XOPOIIHe Pe3yIbTaThl sl SI36IKOB 0e3 CIIOBOM3MEHEHUH M MOpSIKa CIIOB,
CJIEIYIOIINX OINPEEeICHHBIM NPABMIIaM, TAKUX KaK BLETHAMCKHHU S3bIK, U He TPeOyeT OOJIBIINX BBIYHACINTEIBHBIX
pecypcoB. Heocrarkom Mozienu sIBIsIETCsl 3aBUCUMOCTh TOYHOCTH OT THUIIA CJIOBA, IIPEUIOAKEHUS U CErMEHTALUU CIIOB.
B3anMOCBs3b CIIOB 3aBUCHUT OT HaOJr0faeMoro Habopa JaHHbBIX. Byaylee HarnpaBieHne UCCIeI0BaHu — CO3/IaHne
a03a1ieB Ha s3bIKe skecTOB. IlomydeHHbIe JaHHbIE MOTYT OBITh MCIOIB30BaHbl B MOJIEAX MAIIMHHOTO OOy4eHHs IS
3a1a4 00paOOTKH S3bIKA )KECTOB.

KiwueBble ciioBa
BbETHAMCKHH SI3BIK JKECTOB, MOJCJIb A3BIKA )KECTOB, ABTOMATUYECKHN I'CHEpALIUA HpCZ[JIO)KeHI/II‘/'I, n-rpamMm, MOA€JIb
MapKOBa, MCTOQ rpa(posoro IIOMCKa B IIUPUHY, 060FaH1€HI/IC JAHHBIX, TPaMMAaTHYCCKUE ITpaBuJia

Cceblaka nus uurupoBanus: lanr X., becemeprtaenii U.A. ViSL model: Mmogens aBToMaTHueckoil TeHEpaluu
TPEIOKEHUH BLETHAMCKOTO sI3bIKa 5KkeCTOB // HayqHO-TeXHUUYECKN BECTHHK HH(POPMAIIMOHHBIX TEXHOIOTHI, MEXaHHUKH
u ontuku. 2024. T. 24, Ne 5. C. 779787 (na anrn. s3.). doi: 10.17586/2226-1494-2024-24-5-779-787

Introduction

Recent years have been marked by the rapid
development of artificial intelligence technologies
which have significantly changed the quality of human
life, especially for people with disabilities. In particular,
research in the field of sign language recognition at the
word [1-3] and sentence level [4-6] has yielded very
good results opening promising directions for further
development aimed at reducing the socialization gap of
people with hearing and speech impairments. Sign language
in each country has its own unique characteristics, but the
common point is that gestures and facial expressions are the

main elements of sign language. From a semantic point of
view, sign language is closely related to natural language
and carries national and cultural characteristics. To express
the meaning of a sentence in sign language, it is necessary
to perform a grammatical conversion process from natural
language to sign language, and then match the words with
the corresponding gestures. In the sign languages of some
countries, such as Vietnam [7] and Russian [8], word
order changes compared to natural languages. One of the
problems of generating gestures is that the vocabulary of
sign language is significantly smaller compared to the
vocabulary of natural languages. In particular, Vietnamese
Sign Language (ViSL) has only 3,234 words.
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The task of recognizing sign language using machine
learning requires large amounts of labeled data. A proven
method for enriching data corpora is synthesis. The purpose
of this study is to enrich labeled data corpora for ViSL
recognition by generating sign language interpretation
videos.

Problems with language models

In the field of natural language processing, language
models are widely and effectively used in tasks such as:
language recognition and machine translation models
[9], spelling error detection and sentence editing [10],
etc. Building a language model is necessary to create
applications that require understanding language. Sign
languages are closely related to natural languages, but using
natural language models to understand sign languages is not
possible. The reason is that word order and grammatical
structure are different; many words in natural languages
were not represented in sign language [7, 8].

Published research on sign language processing
mainly focuses on problems and methods of recognizing
sign language at the letter and word level [1-3], at the
continuous level [4—6]. To advance research at higher
and more complex levels, such as problems in machine
translation from sign language, it is necessary to create a
language model specifically for sign language. An effective
model of sign language will help the computer take into
account the semantics and representational context of
sentences.

The construction of a natural language model can be
carried out in accordance with three main approaches.

— Construction of a language model using a knowledge
base created by language experts [11]. The language
model is built on the basis of a set of knowledge
base rules: Grammatical — Ungrammatical,
Intra-grammatical — Extra-grammatical, Non-
grammatical — Out-of-grammatical, Qualitative
language model — Quantitative language model. The
advantage of this method is that it does not require
training data. The disadvantage is that it is difficult
to develop and requires time and the involvement of
language experts. This model produces highly accurate
results for written language (formal), but the results
may not be reliable for spoken language (informal). In
addition, it is unable to predict the appearance of a word
and is unable to generate text.

— Building language models using statistical methods
[12]. This is a method for calculating the probability
distribution for a string of words of length £ words:
wi, ..., wg denoted by P(wy, wa, ..., wg), where {wy,
wa, ..., Wkt € Wis a set of data belonging to a particular
language. Then the probability of occurrence of the
sequence wi, wy, ..., wg will be calculated using the
following formula:

P(Wl, wa, ..., WK) =
= P(Wl)P(W2|W1) P(WK|W1, wp, ..
K

= 1 P(wglwi, wa, ..., wg_1),
k=1

W WK-1) =

where P(wglwi, wa, ..., wg_1) this is the probability of the
word wg given the known probability of occurrence of the
sequence wi, wa, ..., wg_1. Given that the frequency of
occurrence of the strings wi, wy, ..., wx_1 and wy, wa, ..., wg
is equal to fx_; and fk, respectively, we can calculate the
probability of occurrence of the word wg in a set of texts
when we know that the probability of occurrence of the
string wy, wy, ..., wg_1 is equal to: P(wglwy, wa, ..., Wg_1) =

= Jf—K Calculating the probability of occurrence of the
k-1

word wg, taking into account that it depends only on the

occurrence of N — 1 words before it in accordance with

Markov’s law, we obtain the formula for the N-gram

Markov model [13]:

P(WK|W1, w2, ..., WK_1) = P(WK|WK_N+1, WEK-N+25 «--5 WK_]).
The disadvantage of this method is that it requires large

computational and storage resources for large data sets. In

addition, if a pair of words rarely occurs together in this
data set, the probability will be close to 0. To overcome
this disadvantage, data smoothing methods are used in

N-gram calculations, such as Discounting, Back-off, and

Interpolation. In addition to improving the accuracy of

semantic structure, some studies have combined N-grams

with a structured Language Model (Structured LM).

— Building language models using a neural network.
For this method, the words in a sentence will be
encoded into vectors, and the sentences will be
a series of encoded vectors of words. According to
this architecture, the input data will be fed to neural
networks for processing time series data, such as
Recurrent Neural Networks (RNN) [13], Long Short-
Term Memory (LSTM) [14], Transform [15]. The
main advantage of this method is that it allows you
to perceive the context of words, producing accurate
results without paying attention to the grammar of
the language. The disadvantage is the need for large
amounts of data and large computing resources.

In addition to the above approaches, the Large
Language Model (LLM) [16] is currently attracting the
most attention due to its accuracy and ability to understand
language. However, implementing the LLM model is
very difficult because it is very expensive in terms of
computational resources as well as a huge amount of data.
For sign languages, the vocabulary size is not large enough
for us to build a model to obtain sign language data using
statistical methods.

Description of the proposed model

Automatic generation of sentences in sign language

To build a model of machine translation into sign
language, the task of recognizing gestures in videos is
not enough. A sign language machine translation model is
effective if it is implemented in conjunction with a language
model for a specific sign language, since the vocabulary of
sign languages is often much smaller. Thus, building a
language model for sign language using statistical methods
would be appropriate. In this study, the main tasks for

Hay4HO-TeXHNYECKNI BECTHUK MHDOPMALMOHHbBIX TEXHONOMUIA, MEXaHUKN 1 oNTukn, 2024, Tom 24, N2 5
Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2024, vol. 24, no 5

781


https://en.wikipedia.org/wiki/Long_short-term_memory
https://en.wikipedia.org/wiki/Long_short-term_memory

ViSL model: The model automatically generates sentences of Vietnamese sign language

Natural language text data Vocabulary of sign

language Set of synonyms

( R

Encoder of sentences according to the index of words in the sign
language solid word set

A

Calculate the probability distribution table of relationships of sign
language words appearing in the data set.

G 2
Algorithm for finding paths on graphs combined with grammatical
rules of sign language

A set of sentences of sign language is generated.

Fig. 1. Diagram summarizing the process of generating
sentences in sign language

constructing a language model of ViSL and generating Sign
Language sentences are summarized as shown in Fig. 1.

After performing pre-processing steps on the input text
dataset, such as removing special characters, html tags,
word segmentation, punctuation standardization, sentence
segmentation, the sentences in the dataset will be encoded
and indexed by words in the ViSL dictionary. A dataset
of synonyms will be added to reduce variance given that
the number of words in sign language is much less than in
natural language. Words that are not in the sign language
dictionary will be coded as 0.

We will calculate the probability distribution table of
interactions between words in a sign language dictionary
according to the Markov property of the N-gram model.
Next, algorithms that map paths in a graph in combination
with the grammatical rules of sign language will be used to
generate sentences in sign language.

Constructing a probability matrix representing the
interactions between words in the ViSL dictionary

ViSL sentences are a set of sign language words of
size L words, with any two words from the dictionary
set {W;, W;} € VS,0<1i,j<N-—1.Then P(W;, d) is the
probability that the word W; will appear after the word W;
at a distance of d words, will be calculated by the formula:

Jowa
{PWij, d) = f—mdex(;) —index(i)=d, d> 0,

;

where f(v|w,) frequency of occurrence of the word 1¥; and
the word I7; in one sentence and in the data set. Condition:
index(j) — index(i) = d, d > 0 guarantees that the word 1¥;
follows the word W; at a distance of d words, f,; is the
frequency of occurrence of the word W} in the data set.

The above formula corresponds to the properties of
the Markov model, that is, we assume that the occurrence
of the word J¥; depends only on the previous n words.
In this study, we consider the occurrence of the word W¥;
depending only on the word ;. The d value reflects the
interaction between two words. The smaller d, the more the
word W; will depend on the word W;. We calculate three
probability distribution tables corresponding to the values
d=1,2,3.

To optimize time, it is necessary to calculate a table
of probability distributions for matching words in a data
set. We propose a method for encoding a dataset and then
reviewing each sentence. A data set of size N sentences will
have O(N) complexity.

BFS search algorithm for generating sentences in
ViSL

Unlike natural language, the word order of sentences in
ViSL varies compared to natural language [17]. In natural
languages, the sentence structure is usually S (subject) —
V (predicate) — O (object), while in sign languages the
sentence order will be: S (subject) — O (object object) —
V (predicate). This means that the object must first be
identified before the appropriate gestures can be used to
express the action. Here are some basic grammatical rules
for constructing sentences in ViSL — Subject — Object —
Predicate — Words of time; Adverb — Subject — Predicate
and Object — Adverb.

The index of each word in a set of sign language
words represents a vertex in the graph. The probability
distribution table of the word occurrence ratio in a data set
is considered as an adjacency matrix with the probability
values as the weights of the directed graph. An example
of the BFS algorithm on a graph used in combination
with grammar rules and a Markov model to generate sign
language sentences is shown in Fig. 2.

When calculating three matrices representing the
relations of interaction of words in a dataset, if the distance
between them is calculated for each d equal to 1, 2, 3, we
get the corresponding matrices: uniMatrix, biMatrix,
triMatrix. Given the Rules grammatical rule, a sign
language sentence S = {wo, wi, ..., wy} is generated, which
must meet the following conditions:

{uniMatrix[i, i + 1]! =0, Vi:0 <i < len(Rules) —
— 1 biMatrix[i, i + 2]! =0, Vi:0 <i < len(Rules) —
— 2 triMatrix[i, i + 3]! = 0, Vi:0 < i < len(Rules) —

— 3 maplIndex[/]! = Rules [/], Vi:0 <i < len(Rules),

where, mapIndex is the coding map index of words
corresponding to the marking of parts of speech. Then
the probability of generating a sign language sentence of
length n words is calculated by the formula of simultaneous
probability of N-gram clusters as:
n—1
Probability of sentence occurrence — PS = [I M[i, i + 1].
i=0
n-2 n-3

[TMi, i+ 2] TTM[i, i+ 3].
=0 =0
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Bi_matrix[0,2)

Rules[O]

Rules[1]

Uni_matrix[0,1

Bi_matrix[1,3]

Rules[2]

Uni_matrix[1,2]

Tri_matrix[0 LJ

Bi_matrix[n—2,n]

............. @ Rules[n]
\__F

Uni_matrix[n—1.,n)

Flules[3]

N Uni_matrix[2,3]

Tri_matrix[n-3,n]

W, W,,... W, are words in the sign language dictionary, used to generate sentences.

Rules is an array representing a Vietnamese grammar rule.

Uni_matrix, Bi_matrix, Tri_matrix are matrices representing the interactions between words of the sign
language dictionary, calculated based on the distance value from d equal to 1, 2, 3 respectively.

Example: Rules =[N,V. N]
map_index = {1:N; 2:V; 3:V; 4N, 5N; 7:A; 8:N}
Wordset: S ={t6i, nghi, goi, ban, dién, ngdi_nha, xinh_dep, dién_thoai}

Uni_matrix [1.2] =0 Uni_matrix [1,3] = 0

Uni_matrix [2,4] =0  Uni_matrix [3,4] != 0

nght

t6i ban

dién_thoai
xinh_dep

Ngoéi_nha

Bi_matrix [1.4] l= 0

Uni_matrix [3,5] = 0

Bi_matrix[1,8] =0  Bi_matrix[1,5] = 0

Uni_matrix [3,8] = 0

nght
Results:
goi
sentence_1 = [ t6i, nghi, ban ]
ban sentence_2 = [ t6i, goi, ban ]
dién sentence_3 = [ 6i, goi, dién ]
sentence_4 = [ ti, goi, dién_thoai |
dién_thoai
xinh_dep
Ngéi_nha

Fig. 2. Representation of a sentence in sign language generated in accordance with a grammatical rule and calculated with probability
according to the Markov rule

For very large data sets, the frequency of words can be
much higher than the frequency of phrases. To avoid losses
in the calculation, we transform the logarithms, the results
are as follows:

n—1

Cost = (—1) x log(PS) = (-1) x (Z log(M[i, i + 1]) +
=0
n-2 n-3
+ Z log(M[i, i +2]) + Z log(M[i, i + 3])

M[i, i + 1] refers to the probability of the word S[7]
appearing before the word S[i + 1] in the dataset. When 2
consecutive words correspond to the value d =1, we use
uniMatrix to calculate. When d = 2, we consider S[i] and
S[i + 2], then biMatrix is used for calculation. Similarly
with M[i, i + 3], triMatrix is used for calculation.

Our goal is to find a set of words that correspond to
the given grammatical rules and at the same time satisfy
the probability condition. According to the Cost formula,
the lower the Cost value, the higher the probability that the
generated application is more likely to be encountered in
the dataset.

‘We call the value Cost, because it has the same value as
the cost in the task of finding the shortest path on the graph.

Graph path finding algorithms [17], such as Breadth-
First Search (BFS) and Depth-First Search (DFS), are used
to list all collocations according to a given grammatical
rule. The BFS function for generating sign language
sentences that satisfy the grammar rules and Markov states
is configured as follows:
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def BFS(map_ index, uni matrix, bi matrix, tri matrix, visited, path, node,
rules) :

paths = []

visited[node] = True

new path = path + [node]

if len(new _path) == len(rules):

Cost = calculate Cost(new path, uni matrix, bi matrix, tri matrix)
paths.append ((new _path, Cost))

else:

for x in range(len(uni matrix[node])) :

if len(new path) ==

if map index[x] == list rules[len(new path)] and visited[x] == False:

if uni matrix[node] [x] != 0:

paths.extend (BFS (map_ index, uni matrix, bi matrix, tri matrix, visited, new_
path, x, rules))

if len(new path) ==

if map index[x] == list rules[len(new path)] and visited[x] == False:

if uni matrix[node] [x] != 0 and bi matrix[new path[-2]][x] != 0:
paths.extend (BFS (map_ index, uni matrix, bi matrix, tri matrix, visited, new_
path, x, rules))

if len(new path) > 2:

if map index[x] == list rules[len(new path)] and visited[x] == False:
if uni matrix[node] [x] != 0 and bi matrix[new path[-2]][x] != 0 and tri
matrix[new path[-3]][x] != 0:

paths.extend (BFS (map_ index, uni matrix, bi matrix, tri matrix, visited, new_
path, x, rules))

visited[node] = False

paths.sort (key=lambda x: x[1], reverse=True)

return paths

def BFS(map_index, uni matrix, bi matrix, tri matrix, visited, path, node,
rules) :

paths = []

visited[node] = True

new path = path + [node]

if len(new path) == len(rules):

Cost = calculate Cost(new path, uni matrix, bi matrix, tri matrix)
paths.append( (new _path, Cost))

else:

for x in range(len(uni matrix[node])):

if len(new _path) == 1:

if map index[x] == list rules[len(new path)] and visited[x] == False:
if uni matrix[node] [x] != 0:

paths.extend (BFS (map_ index, uni matrix, bi matrix, tri matrix, visited, new_
path, x, rules))

if len(new path) ==

if map index[x] == list rules[len(new path)] and visited[x] == False:

if uni matrix[node] [x] != 0 and bi matrix[new path[-2]][x] != 0:
paths.extend (BFS (map_ index, uni matrix, bi matrix, tri matrix, visited, new_
path, x, rules))

if len(new_path) > 2:

if map index[x] == list rules[len(new path)] and visited[x] == False:
if uni matrix[node] [x] != 0 and bi matrix[new path[-2]][x] != 0 and tri_
matrix[new path[-3]][x] != 0:

paths.extend (BFS (map_ index, uni matrix, bi matrix, tri matrix, visited, new_
path, x, rules))

visited[node] = False

paths.sort (key=lambda x: x[1], reverse=True)

return paths
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Experiments and results

The Vietnamese text dataset is collected from articles
with a total number of sentences after preprocessing: 50
million sentences!.

After removing duplicate words, the ViSL dictionary
has a size of 3,234 words?.

We calculate the probability distribution table of
interactions between words in sign language according
to the distance value d = 1, 2, 3 words. The probability
distribution tables of interactions between words are saved
as a numpy file, the word encoding table and its index are
saved as a text file.

When specifying the word “t6i — I”” as the initial
vertex with the grammatical rule: “N (noun) — V' (verb) —
N (noun)”. We have generated 44,290 offers. Of these, the
10 most common sentences are shown in Table 1.

To compare the accuracy of three models with different
d values, we generated 5 data samples for each model. Each
data sample contains the 20 sentences with the highest
probability of occurrence generated from the seed word
and the grammar rule. When calculating the semantic
accuracy of data samples, we get the following comparison
Table 2.

The source code of the project can be viewed at the
link3.

Conclusion and discussion

In this study, we built a model to generate ViSL
sentences. The advantage of this model is that it is
very accurate and does not require large computational
resources. We propose a method to construct a matrix
representing the semantic interactions between words in the
ViSL dictionary, and then apply grammar rules and breadth
search algorithms to generate ViSL. The disadvantage of
this method is that its accuracy depends on the accuracy
of the data processing steps, such as part-word labeling,
sentence segmentation, and Vietnamese word segmentation.
Our model can be used to generate sign language sentences
by estimating the probability of the next word in a sentence,
but this probability is calculated based on the collected
dataset. The next direction of research is to build a model
to generate paragraphs in sign language. The findings can
be applied to machine learning and neural models to solve
more complex sign language processing problems.

I Available at: https://drive.google.com/file/d/1GFbe-
qs6HmCYs0JwJgivOy2Bvb06M8OI/view (date accessed:
14.04.2024).

2 Available at: https://github.com/DangKhanhITMO/
VnSignLanguage (date accessed: 14.04.2024).

3 Available at: https://colab.research.google.com/drive/1-8 vp
24tKNchhb4s3Q1WknxU46XsOglO?usp=sharing (date accessed:
14.06.2024).

Table 1. Example of generating sentences of sign language

Sign language sentences Translate Cost
to1 — nghi — ban I think you 16.450
toi — goi —> di¢n I call 16.644
toi —> nghi —> chi I think you 16.974
t6i — mudn —> ban I want you 17.527
toi — goi —> dién_thoai I call 18.172
toi — nghe —> bdo_cao I heard the report 18.336
toi — nhan —> trach_nhiém | I take responsibility | 18.383
to1i — nghe —> chi I hear you 18.488
to1 — hoi — ban I ask you 18.523

Table 2. Comparison of the performance of language models
with different grammar rules

Rules Total number of Accuracy, %
sentences generated
N-V-N 4,636,156 94
P-V-N-E—-Np 3,074,695 80
N-V-M-N 42,608,705 90
N-V-4 1,251,234 96
P-V-4 46,122 84
P-V-N 164,927 82
P-V—-Nc—N 46,323 96
E-N-V-Nc—A4 1,171,297 70
Np—V—-Nc—-N 51,276 92
P-V-M-N 1,474,344 96
Average value of the sum 88

Footnote: N— Noun, V' — Verb, 4 — Adjective, P — Pronoun,
Np — Proper Noun, Nc — Classification, £ — Sentence, M —
Numeral.

Conclusion and discussion

In this study, we built a model to generate Vietnamese
Sign Language (ViSL) sentences. The advantage of this
model is that it is very accurate and does not require large
computational resources. We propose a method to construct
a matrix representing the semantic interactions between
words in the ViSL dictionary, and then apply grammar
rules and breadth search algorithms to generate ViSLe. The
disadvantage of this method is that its accuracy depends on
the accuracy of the data processing steps, such as part-word
labeling, sentence segmentation, and Vietnamese word
segmentation. Our model can be used to generate sign
language sentences by estimating the probability of the next
word in a sentence, but this probability is calculated based
on the collected dataset. The next direction of research is
to build a model to generate paragraphs in sign language.
The findings can be applied to machine learning and neural
models to solve more complex sign language processing
problems.
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Abstract

Detection and handling of anomalous behavior in the network systems are peremptory efforts to ensure security for
vulnerable infrastructures amidst the dynamic context of cybersecurity. In this paper, we propose an ensemble machine
learning model architecture that leverages the strengths of XGBoost, Gradient Boosting, Random Forest, and Support
Vector Machine models to identify anomalies in the dataset. This method utilizes an ensemble of these models with
weighted voting based on accuracy to enhance anomaly detection for robust and adaptive real-world network security.
The proposed ensemble learning model is evaluated on standard metrics and demonstrates exceptional efficacy, achieving
an impressive accuracy of 99.68 % on NSL KDD dataset. This remarkable performance extends the model prowess
in discerning anomalies within network traffic showcasing its potential as a robust tool for enhancing cybersecurity
measures against evolving threats.
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AHHOTANMA

ObHapyxeHHe U yCTpaHEHHE aHOMAJIbHOTO MOBEACHHS CETEBBIX CHCTEM SIBISIIOTCS Ba)KHEHIIMMU MEPAMHU IO
obecrieueHNI0 0€30MaCHOCTH YSI3BUMBIX HH(PPACTPYKTYp B AMHAMUYHOM KOHTEKCTe KubepoesonacHocTH. [Ipennoxena
apXHUTEKTypa MOJAEIH MAIIMHHOTO 00ydueHus ensemble, koTopas ucnois3yeT npenmymectsa moaeneir XGBoost,
Gradient Boosting, ciryuaifHOro jeca ¥ MeTOAa ONOPHBIX BEKTOPOB ISl BEISIBICHUS aHOMAIHH B HaOOpe MaHHBIX.
IIpencraBieHHBII OAXO0J HCHOIB3YET COBOKYITHOCTD IIEPEUHCICHHBIX MOJEICH C B3BEIICHHBIM I'OJI0OCOBAHUEM U
OCHOBAH Ha TOYHOCTH, JUIS YJIy4IlIeHHs: OOHApy)KeHHs aHOMAJIMH U 00ecHedeH s Ha/Ie)KHOM 1 aJJaliTUBHOI CeTeBOi
0€3011aCHOCTH B peasibHOM BpeMeHr. Mo/iesib KOJUIEKTHBHOTO 00y4YeHHsI OLEHUBACTCS 110 CTAHAAPTHBIM IT0Ka3aTelIsiM
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R. Pandey, M. Pandey, A.N. Nazarov

U JICMOHCTPHUPYET HUCKITIOUHTEIbHYI0 3(D(GEKTUBHOCTD, TOCTUTAsT BEICOKOM TouHOCTH 99,68 % B Habope maHHbIX NSL
KDD. Beicokast npou3BOAUTEIBHOCTD MOAX0/1a PACUIMPSAET BOSMOKHOCTHA MOJIENIN B BBISBIEHMM aHOMAJIMH B CETEBOM
Tpaduke, IEMOHCTPUPYET €€ TOTEHINAJ B KaUeCTBE HaACKHOI0 HHCTPYMEHTA sl YCHIICHHsI Mep KnbepOe30macHOCTH

MIPOTHUB Pa3BUBAIOIINXCS YTPO3.

KunioueBble ciioBa

oOHapyKeHHe aHOMAIIUH, TAKeTHPOBAHHUE U OyCTHHT, TPYIOBOH MOAXOA, ceTeBast 0e301acHOCTh, HEHPOHHAS CeTh

Cecpuika a5 uurupoBanus: [launeii P, [Tanzgeit M., HazapoB A.H. Pacimpennoe oOHapy)keHHE aHOMAIHI B CETEBOM
0€30MaCHOCTH: KOMIUICKCHBIH aHcaMOIeBblit mozxoy // HayqHO-TeXHUYECKN# BECTHUK HH(POPMAIIHOHHBIX TEXHOJIOTHH,
MexaHukH 1 onTuku. 2024. T. 24, Ne 5. C. 788-796 (na anr. s13.). doi: 10.17586/2226-1494-2024-24-5-788-796

Introduction

In the ever-evolving cyber landscape, cybersecurity
systems face a formidable challenge in safeguarding
networked environments from anomalous activities. These
threats, ranging from sophisticated intrusions to stealthy
attacks, pose unprecedented threats to the confidentiality,
integrity, and availability of sensitive information [1].
While conventional signature-based intrusion detection
systems are effective in identifying known malicious
threats, they often fall short in detecting novel and
previously unseen anomalies. This highlights the urgent
need for advanced anomaly detection techniques that can
adapt to the ever-changing nature of cyber threats [2].

Existing work have intensely analyzed the applicability
of single-classifier machine learning models for anomaly
detection. However, failure of the standalone machine
learning models to effectively address the complexities
of network security has fuelled further investigation in
this domain. The network security domain encapsulates
a unique sort of challenges like imbalanced datasets
evolving methodologies of attack and the requisite for
real-time detection [3]. The development of novel methods
capable of identifying anomalous patterns in huge network
datasets is a requirement that arises from the ever-growing
sophistication and diversity of cyber threats. In response,
we introduce a bridging-the-gap ensemble framework
especially for the network security applications. With the
ensemble methods having an advanced framework, our
proposed research will venture in this promising avenue
with a sophisticated framework combining the prediction
abilities of few models to reach higher accuracy, improved
robustness, and generalizing ability [4]. The lower-level
inbuilt models in our research come up as promising
experts along with the ensemble approach. However, prior
to the use of ensemble methods in predictive modeling,
such research frequently falls short of an effective way to
choose those individual models which are built into the
ensemble [5—7]. Recognizing this crucial gap, the following
proposes to breach this chasm by the introduction of a
novel ensemble model that capitalizes on the strengths of
well-established algorithms — XGBoost, Random Forest,
Gradient Boosting, and Support Vector Machines. So,
the basic idea of our approach is to develop a synergy
ensemble model that simultaneously combines the strengths
of both bagging and boosting techniques to enhance the
robustness as well as predictive performances of the
anomaly detection system [8]. Our proposed model,
utilizing the NSL KDD dataset for in-depth analysis and
evaluation, endeavors to achieve three of objectives: firstly,
we aspire to cultivate an ensemble model that seamlessly

integrates the predictive prowess of diverse machine
learning techniques for anomaly detection. Secondly, we
ardently pursue the rigorous evaluation and comparative
analysis of the proposed ensemble model against individual
models, employing established metrics such as accuracy,
precision, recall, and F1-score. Thirdly, we eagerly seek to
impart profound insights into the effectiveness of ensemble
methods in bolstering the robustness and generalization
of anomaly detection systems within the intricate domain
of network security. The experimental showcase the
outstanding accuracy of 99.68 % in proposed ensemble
model that demonstrating the efficacy of the model. This
remarkable achievement presents a new frontier in the
realm of ensemble methods, paving the way for accurate
identification and classification of anomalies within
network traffic.

Literature Review

The field of network anomaly detection has witnessed
significant evolution in response to the growing complexity
of cyber threats and the escalating need for robust
cybersecurity solutions. This study in [9] proposes a new
method for network anomaly detection using a 5-layer Auto
Encoder (AE) consisting of 1 input, 1 output followed by
2 dense and a bottleneck layer. The key feature is a data
pre-processing step that tackles the issue of data imbalance.
The authors’ approach combats this by transforming and
removing outliers that significantly skew the data. Another
innovation lies in the model core: a new mean absolute
error based reconstruction error function. This function
plays a crucial role in classifying network traffic as normal
or anomalous. The paper emphasizes that this function,
combined with an optimal 5-layer AE architecture, allows
for superior feature learning. By compressing the data into
a lower-dimensional space, the model focuses on the most
critical characteristics for anomaly detection. The authors
tested their model on the NSL KDD dataset and achieved
90.61 % accuracy and 92.26 % F1-score in anomaly
detection. Similar to this approach, another study [10]
achieved an accuracy of 85 % using an AE model on the
same NSL KDD dataset. In contrast, a different approach
leveraging deep learning is presented by Bhavna et al. [11].
This study investigates a Convolutional Neural Network
(CNN) model for Network Intrusion Detection Systems
(NIDS). They also utilize the NSL KDD benchmark dataset,
but their model focuses on four specific attack classes.
To improve efficiency, they employ a filter-based feature
reduction method to remove redundant features within
the dataset. The core of their system is a 2D-CNN model,
which achieves an impressive accuracy of 99.4 % with
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reduced loss. The paper likely compares the performance
of both models (AE and CNN) in terms of accuracy and
other evaluation metrics providing valuable insights into
the effectiveness of different deep learning architectures
for NIDS tasks. Yet another deep learning approach is
presented in [6], where the authors propose a model that
combines the strengths of Bidirectional Long Short-Term
Memory (BLSTM) and attention mechanism for anomaly
detection. BLSTM is adept at learning the characteristics
of network traffic data by analyzing sequential data like
network packets. The attention mechanism refines this
process by focusing on the most critical features within
the BLSTM output, effectively identifying key aspects
for traffic classification. However, this model achieves a
lower accuracy of 84.25 % compared to the AE and CNN
models discussed earlier. The exhaustive review of relevant
literature is elucidated in a tabulated format in Table.

The novel contribution of this research lies in its
thorough exploration of the comparative performance of
ensemble learning techniques using bagging-boosting and
neural network architectures in network anomaly detection.
While previous studies have examined individual models,
this research bridges the gap by undertaking a holistic
analysis that encompasses both traditional and cutting-
edge methodologies. However, existing anomaly detection
methods [12] often struggle to achieve high accuracy and
robustness due to the evolving nature of network threats.

This limitation can lead to missed attacks or false positives,
hindering network security. Our proposed work addresses
this challenge by proposing a novel ensemble model that
leverages the strengths of established algorithms like
XGBoost, Random Forest, Gradient Boosting, and Support
Vector Machines. This hybrid approach aims to achieve
superior accuracy and robustness in network anomaly
detection. The emphasis on diverse model evaluation,
trade-offs, and real-world applicability distinguishes this
research from existing literature.

Experiments

This section elucidates the proposed ensemble
framework designed for anomaly detection within the
dataset. Commencing with a detailed exposition on
the utilized dataset and its preprocessing procedures,
the subsequent discussion delves into the distinctive
contributions of each phase within the proposed framework,
as illustrated in Fig. 1.

Dataset

The research harnesses the NSL KDD dataset, a pivotal
benchmark in intrusion detection sourced from!. This
dataset is refined and updated version of KDD Cup ’99

I Available at: https://www.unb.ca/cic/datasets/nsl.html
(accessed: 19.03.2024).

Table. Review of Prominent work done in Network Anomaly Detection

References Research Focus Techniques Used Dataset Accuracy, %
[6] Network traffic-based Anomaly | BLSTM and an attention method NSL KDD 84.25
detection
[9] Anomaly Detection Framework | AE NSL KDD 90.61
using AE
[11] Internet of the Things (IoT) based | CNN NSL KDD 99.40
IDS
[10] Deep Learning based Network | Deep AE KDD Cup ’99, | 85 on the NSL KDD
Intrusion Detection Model NSL KDD & 97.85 on the KDD
Cup '99
[13] Neural network-based Intrusion | Long Short-Term Memory (LSTM)- | KDD Cup "99 | 93.82
Detection System (IDS) Recurrent Neural Networks (RNN)
[14] LSTM RNN based IDS LSTM-RNN KDD Cup ’99 | 96.93
[15] Network traffic-based anomaly | Ensemble of Principal Component | NSL KDD 98.24
detection Analysis (PCA) fuzzy based KNN
[16] Network Traffic analysis for | Clustering based framework used UNSW-NB 15, | 97.90
anomaly detection CICIDS2017
[17] Intrusion Detection for Internet of | Random Forest with Grid Search Manual dataset | 94.23
Medical Things
[12] Anomaly Detection in SDN Ensemble Approach based | NSLKDD Around 99
on RandomForestClassifier,
ExtraTreeClassifier, AdaBoostClassifier,
GradientBoostingClassifier and XGBoost
[18] Anomaly detection framework to | Linear SVM (Support Vector Machine), | Three different | 96.90
detect network traffic multilayer perceptron (MLP), Naive | manual datasets
Bayes (NB)
[19] Model developed to detect | Generative adversarial networks CICIDS 2017 |82
anomaly in Network intrusion
detection
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Fig. 1. Proposed ensemble model architecture

dataset [20], originally crafted by the Defense Advanced
Research Projects Agency (DARPA), the NSL KDD
dataset undergoes meticulous curation. Redundant and
noisy data are expunged, and class balance is meticulously
maintained, ensuring parity between normal and anomalous
instances. The dataset contains two files namely training
and test data. The dataset furnishes a rich substrate for
analysis with 41 features encompassing network traffic
intricacies, such as IP addresses, port numbers, and protocol
types. It delineates between benign and malicious traffic
as categorized into normal and attack facilitating nuanced
anomaly detection.

Data preprocessing is executed meticulously to ensure
the integrity and relevance of highly correlated features.
The dataset under consideration amalgamates both training
and test data, constituting a comprehensive repository
of total 148,517 records. This amalgamation ensures a
holistic representation of the data essential for training and
evaluating the proposed ensemble-based anomaly detection
model. Further, dataset is categorized into training and test
data in the ratio of 60 % and 20 %, using train test split. An
initial analytical overview provides a thorough examination
of the dataset facilitating the categorization of attack types
into distinct categories. The classification schema delineates
attacks into five categories: Denial of Service (DoS), Probe,
Remote-to-Local (R2L), User-to-Root (U2R), and Normal
Traffic Data. This categorization framework underlies the
subsequent anomaly detection methodologies to enable the
model in perceiving and classifying diverse attack patterns.
The standard preprocessing pipeline is further invoked
here to fortify the dataset against inherent challenges and
enhance its suitability for modeling. From correlation, the
data features are sorted where by only features that have a
higher correlation with each other were extracted. This is
due to multifaceted approach commencing with handling
of missing values in order data completeness. Numerical
features are normalized and scaled, an indispensable step
to make their scales in harmony and to contribute to model
stability. One hot encoding is preferred instead of label
encoding so as to prevent arbitrary order in categorical
variables. One-hot encoding is the transformation process
applied in subjecting categorical variables so that one
can be able to represent the former in a form suitable for
training machine learning models. Through this approach,
information of categorical nature remains intact but at

the same time becomes suitable with numerical-based
algorithms. Another refinement involves the judicious
elimination of irrelevant columns streamlining of the
dataset to reduce such risk of complexities emanating
from dimensionality. Further distillation of the dataset is
performed through a feature selection endeavor and gave
way to retaining the top 30 most highly correlated features.
These features! capture the dataset essence that pertains to
the salient information important in the anomaly detection
task.

Ensemble Model Architecture

Using a rich tapestry of machine learning algorithms,
ranging from XGBoost, Random Forest, Gradient Boosting,
as well as SVM, the ensemble model is seamlessly woven
into an integrated ensemble structure. The synergistic
interplay of the models taps their respective architectural
strengths, each contributing a unique vantage point in the
intricate task of anomaly detection. These machine learning
algorithms selected judiciously considering pros and cons
of each model and tested them with Grid search algorithm.
Gradient boosting methodology that XGBoost follows
boosts its caliber to capture intricate patterns. Random
Forest works against overfitting due to the use of decision
trees. Gradient Boosting tunes for refining predictions
sequentially, and SVM is known for its discriminative
decision boundaries. This combination guarantees an
almost exhaustive coverage of possible patterns in the data
for variance in complexities.

The proposed ensemble approach for enhanced anomaly
detection in network security leverages a comprehensive
integration of bagging and boosting techniques, as
illustrated in Fig. 1. The dataset undergoes a sequential
passage through each model within the ensemble
allowing for the exploitation of their individual strengths
and capabilities. This strategic sequencing enables the
ensemble to derive meaningful insights from the data
while maximizing the detection of anomalous patterns.
Central to our approach is the pre-training of the ensemble
base classifier using the dataset. This initial training phase
ensures that the ensemble is equipped with a foundational
understanding of both normal and anomalous network
behaviors. Once trained, the ensemble operates as a

I Available at: https:/drive.google.com/file/d/13tahTGhvxb-
1wzlefe3Nt1pMZnLkplbo/view (accessed: 19.03.2024).
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cohesive unit, collectively analyzing incoming data to
identify potential anomalies. Each base classifier within
the ensemble evaluates the data independently, generating
predictions that encompass both the predicted label and the
posterior probability of samples. This holistic assessment
enables the ensemble to capture a comprehensive view
of the data landscape, enhancing its anomaly detection
capabilities. The innovative aspect of our approach is the
incorporation of a sophisticated weighted voting scheme
which enhances the ensemble decision-making process.
In order to determine the weight assigned to each model
in the ensemble, we utilize a weighted voting mechanism
based on accuracy performance metrics. The process
begins with the evaluation of individual model accuracy
on the training data. Each model is trained on the pre-
processed training data, and its accuracy is assessed based
on its ability to correctly classify data points as normal or
anomalous. These accuracy scores serve as the basis for
weight assignment, reflecting the relative performance of
each model.

The weight assignment process takes into account both
the priority of each model and its accuracy performance.
Priority is assigned based on the significance of each
model contribution to the ensemble, with higher priority
models receiving greater weights. For example, XGBoost,
with its superior ability to capture complex patterns, may
be assigned the highest weight, followed by Gradient
Boosting, Random Forest, and Support Vector Classifier
(SVC). The weights are assigned proportionally to the
accuracy scores ensuring that models with higher accuracy
contribute more significantly to the final decision-making
process. The justification for this weight assignment
scheme lies in the balance between accuracy and the unique
characteristics of each model. Models like XGBoost and
Gradient Boosting, with their ability to handle complex
patterns, are likely to achieve higher accuracy scores.
Random Forest, while potentially having slightly lower
accuracy, plays a crucial role in preventing overfitting
and improving generalization. SVC, with its interpretable
decision boundaries, have slightly lower accuracy compared
to other models but still contributes valuable insights to the
ensemble. The ensemble model operates in a sequential
manner, with the results of each base classifier cascading
into the subsequent voting mechanism. This iterative
process not only ensures comprehensive data analysis but
also effectively neutralizes the idiosyncrasies associated
with individual models. Moreover, the ensemble adopts a
soft voting mechanism, departing from rigid binary voting
strategies. This nuanced decision-making process takes into
account the confidence levels of each individual model,
thereby enhancing adaptability to uncertain or ambiguous
scenarios.

Once weights are assigned to each model, the weighted
voting process is employed to combine the predictions of
individual models and make the final decision on anomaly
detection. For each data point in the test set, the predicted
class label (1 for normal, 0 for anomaly) from each model
is multiplied by its corresponding weight. The weighted
votes across all models are then summed, and the sum
is compared to a predefined threshold (e.g., 0.5). If the
sum exceeds or equals the threshold, the final ensemble

prediction is labeled as “normal”; otherwise, it’s classified
as “anomaly”.

A Comprehensive Ensemble Approach Integrating
Bagging and Boosting Techniques

Our proposed ensemble approach implementation
requires a rigorous process that allows each individual
model in the ensemble to deliver optimal performance. We
used the grid search algorithm with a more sophisticated
method of hyperparameters tuning. This method scans
through each defined space of hyperparameters extensively,
thus covering all possible configurations for each of the
models making up the ensemble in a systematic manner.
The grid search algorithm tooks nearly 12 hours to get
the final parameters that were used in this study. The
settings of hyperparameters for individual models are
carefully selected to balance between complexity and
performance. The Gradient Boosting Classifier, Random
Forest Classifier, SVC (with a linear kernel and C = 0.1),
and XGBoost Classifier serve as the foundational models
within our ensemble. Their parameter configurations are
fine-tuned to optimize their individual contributions. We set
the number of trees (n_estimators) to 200 for both Gradient
Boosting and Random Forest algorithms. This parameter
controls the complexity of the ensemble model by
determining the number of decision trees used in the final
prediction. Additionally, the maximum depth (max_depth)
of each tree is set to 20 for both algorithms. This parameter
limits the maximum number of splits allowed in each tree,
preventing them from becoming overly complex and
potentially overfitting the training data. For the SVC, the
regularization parameter (C) is set to 0.1. This parameter
controls the trade-off between fitting the training data and
keeping the model generalizable. Finally, the XGBoost
Classifier utilizes a combination of n_estimators (200),
max_depth (6), and learning rate (0.3). The learning rate
parameter controls the step size taken when the model
updates its internal parameters during training.

In preparation for training, the ensemble model was
trained on pre-processed training dataset whereby all
models learn diverse patterns that describe both normal
and anomalous network behaviors. The intention is to
make complex knowledge of the data set available to the
ensemble so as to improve its anomaly detection ability.
After that, we have thoroughly evaluated how our model
performs using a test set which serves as an important
evaluation criterion for its generalization capability. This
evaluation phase involves assessing the model ability to
extrapolate its learned patterns to unseen data.

Experimental Setup

The experimental setup for this research leveraged
Google Collaboratory, a cloud-based Integrated
Development Environment (IDE), for model execution. The
utilization of a robust GPU within Google Collaboratory
substantially reduced the training time for the proposed
ensemble model. The values essential for computations
were derived from the Google Compute Engine backend
specifically utilizing a GPU. The system RAM usage
reached 2.7 GB, representing a fraction of the total
12.7 GB capacity. The GPU, identified as an NVIDIA
Tesla T4, played a pivotal role in enhancing computational
efficiency. Furthermore, the disk space allocation amounted
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Fig. 2. Confusion matrix of proposed model

to 21.3 GB out of a total capacity of 78.2 GB, ensuring
ample storage for the seamless execution of the research.

Results

Performance Evaluation Metrics

The evaluation of our ensemble model was carried out
with the full suite of performance metrics. The metrics
that we considered for the evaluation of our research are
accuracy, precision, recall, F1-score and Area Under the
Receiver Operating Characteristic curve (AUC-ROC).
These we used together to detect anomaly accurately while
reducing false positive and false negatives.

Accuracy is a fundamental metric to find the overall
correctness of predictions. Hence precision becomes
crucial when considering false positives cost measuring
as an anomaly equivalent model accuracy. Moreover,
recall measures how much the model is able to discover
all the actual anomalies, pointing out the true positives
ratio among all positive actual cases. Fl-score chose to
combine precision and recall in order to provide a measure
balanced, extremely valuable especially for imbalanced
datasets. The AUC-ROC is crucial in the analysis of
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performance associated with binary classification tasks.
Actually, it is one of the performance measures and
hence forms a foundation upon whose foundation other
performance measures are established against. The ROC
curve plots the relation between true positive rate and false
positive rate at various decision thresholds. AUC-ROC
quantifies the discriminatory ability of the model where
the better model discriminating normal and anomalous
instances tends to have higher values. Also, log loss
depicts the overall loss during the training of the model
and guarantees the correctness of the model. Together, these
metrics collectively produce a nuanced evaluation allowing
comprehensively understand strengths and limitations of an
anomaly detection model [21].

The accuracy of proposed model showcase its
proficiency, boasting a remarkable achievement of
99.68 %. This numerical testament underscores the model
adeptness in distinguishing between normal and anomalous
instances within the dataset. Fig. 3, a provided a holistic
view of the model overall predictive correctness, portraying
a trajectory of consistently high accuracy across different
scenarios. The confusion matrix plot as depicted in Fig. 2
dissected the model classification outcomes, delineating
true positives, false positives, true negatives, and false
negatives with granular precision. The model extends its
performance in terms of precision, F1-score and recall
as 99.54, 99.66 and 99.78 as shown in Fig. 3, b, Fig. 4, a
and Fig. 4, b respectively. On the other hand, the model
ability to balance precision and recall, encapsulated by
the F1-score plot, attested to its equilibrium in minimizing
false positives and false negatives is shown in Fig. 4, a.
The Log Loss plot furnished a nuanced depiction of the
model calibration, capturing the intricacies of probability
estimation. The Log Loss of model showing the training
loss over base classifiers are depicted in Fig. 5, a.

Precision and recall, vital cogs in anomaly detection,
were graphically articulated through dedicated precision
and recall plots. These visual aids elucidated the trade-off
between accurately identified anomalies and potential false
positives. The quintessential AUC-ROC plots encapsulated
the model discriminatory power across varying thresholds,
offering a comprehensive view of its true positive rate
against false positive rate is depicted in Fig. 5, b.
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Fig. 3. Accuracy (a) and Precision (b) vs. base classifiers in the proposed ensemble approach
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Fig. 4. Fl-score (a) and Recall (b) vs. base classifiers in the proposed ensemble approach
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Fig. 5. Log Loss (a) and AUC-ROC (b) vs. base classifiers in the proposed ensemble approach

Comparative Study

We take into account the previous work from [9-11,
22-25] to compare our research. Our model achieves an
accuracy of 99.68 %, far better than existing [9] and [11]
benchmarks. In addition, our proposed ensemble models
excel in precision, recall and F1-score, demonstrated by
its sturdiness across a variety of indicators. Notably, in
comparison with the methods noted in [22-25], the proposed
framework showed a degree of superiority. This shows that
it is adept at dealing with some of the mettle test entailed by
anomaly detection. The nuanced comparison underscores
the significance of our proposed ensemble model in
advancing the state-of-the-art in anomaly detection.

Conclusion

In conclusion, the study introduces a solid ensemble
framework for the anomaly detection attempts exploiting
the fusion of different base classifiers within a complex
voting mechanism. The careful choice of dataset and
individual models in ensemble approach commences the
building of a holistic analysis. The Gradient Boosting,
Random Forest, Support Vector Machine, and XGBoost

brought as base classifiers that enhance the discernment
of ensemble capture the subtler patterns on aggregation.
The presented ensemble is one capable model described
through a rigorous evaluation with key metrics and
produced effective results. The theatrics show that the
proposed framework is able to capture anomalies within
the dataset very effectively with an accuracy of 99.68 %.
The binary classification indicative of anomaly presence
for the ensemble indicates the offered practical utility of
the ensemble in real world scenarios.

Even though this contributes quite a lot to network
anomaly detection, our research has its own limitations.
Here are some of them. First, the study is delimited to a
specific dataset that may impact making generalization
between this result and those that exist in other network
environment. Lack of real-time experimentation and
elimination of hybrid models preclude dynamic adaptations
that are bound to evolving threats. Stronger understanding
of adversarial attacks and concurrent deployment is an
essential booster to the resilience in our model. This is
further the temporal characteristic of network behavior
that could best be served by temporal analysis and online
learning methodologies.
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Abstract

Attribute Based Access Control (ABAC) is one the most efficient, scalable, and well used access control. It’s based on
attributes not on users, but even when the users want to get access to some resource, they must submit their attributes
for the verification process which may reveal the privacy of the users. Many research papers suggest blockchain-based
ABAC which provides an immutable and transparent access control system. However, the privacy of the system may
be compromised depending on the nature of the attributes. A Zero-Knowledge Proof, Ethereum-Based Access Control
(ZK-ABAC) is proposed in this paper to simplify the management of access to the devices/objects and provide an efficient
and immutable platform that keeps track of all actions and access management and preserve the privacy of the attributes.
Our ZK-ABAC model utilizes smart contracts to facilitate access control management, Zero-Knowledge Succinct Non-
Interactive Argument of Knowledge (ZK-SNARK) protocol to add privacy to attributes, InterPlanetary File System
(IPFS) network to provide distributed storage system, and Chainlink to manage communications and data between on/
oft-chain systems. Comprehensive experiments and tests were conducted to evaluate the performance of our model,
including the implementation of ZK-SNARK on the Ethereum blockchain. The results demonstrated the scalability
challenges in the setup and proving phases, as well as the efficiency gains in the verification phase, particularly when
scaled to higher numbers of users. These findings underscore the practical viability of our ZK-ABAC model for secure
and privacy-preserving access control in decentralized environments.
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For citation: Maalla M., Bezzateev S.V. Enhancing attribute-based access control with Ethereum and ZK-SNARK
technologies. Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2024, vol. 24, no. 5,
pp- 797-805. doi: 10.17586/2226-1494-2024-24-5-797-805

VJIK 004.056.55

YcoBepuieHCTBOBaHUE KOHTPOJISI JOCTYIIAa HA OCHOBE aTPHUOYTOB
¢ nomoib10 TexHoJoruii Ethereum u ZK-SNARK
Maxep Maauaal, Cepreii Banentunosuu beszareen2™

1.2 Vausepcurer UTMO, Cankr-Ilerep6ypr, 197101, Poccuiickas ®eneparust
2 Canxr-IleTepOyprekuii rocyIapCTBEHHBIM YHUBEPCUTET a9POKOCMUYECKOTO pubopocTpoenus, Cankr-ITerepOypr,
190000, Poccuiickas ®eneparms

I maher.malla7@gmail.com, https://orcid.org/0000-0002-4806-8608
2 bsv@guap.ru™, https://orcid.org/0000-0002-0924-6221

AHHOTaNMA

Cucrema pa3rpaHHuYeHUs AOCTyna Ha ocHOBe aTpuOyToB (Attribute-Based Access Control, ABAC) — onna u3
Hanbosee H3PHEKTUBHBIX U MIMPOKO HCIIOIb3yEeMbIX CHCTEM KOHTPOJIS JOCTyIa, 00ecneunBalomas MacTabupyeMoCTb.
Korzma monp3oBarenyt XOTAT MOIXYYUTh JOCTYH K HHPOPMAIMOHHOMY PECypcy, UM HEOOXOIUMO HPEIOCTaBUTh CBOU
aTpuOyTHI IS TIpoliecca BepUPUKALIUY, YTO MOXET, B CBOIO OYepe/b, PACKPBITh UX JINYHBIE JaHHbIE. Bo MHOrMX
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Enhancing attribute-based access control with Ethereum and ZK-SNARK technologies

UCCIIEIOBATENILCKUX paboTax MpeyiaraeTcsi KOHTPOJIb JI0CTYIa, OCHOBaHHBIN Ha aTpuOyTax, UCIIOIb3YIOIIUHI OJ0KUCHH,
4TO 0OecHeunBaeT 3alMIIEHHYI0 0T HcKakeHuit (Zero-Knowledge, ZK) 1 npo3padHyio cucTeMy KOHTPOJIsl JOCTYIIa.
OpnHako KOH(PHUICHIUATBHOCTh CUCTEMBI MOXKET OBITh HapyIleHa B 3aBUCHMOCTH OT XapakTepa arpuOyToB. B padote
MIPEAJIaraeTcsl NCTOIb30BaTh CUCTEMY KOHTPOIS JocTymna Ha ocHoBe Ethereum m mokasarenscTB 6e3 pasriameHus
(ZK-ABAC). Cuctema ynpoImaeT yrnpaBlieHHE JOCTYIIOM K yCTpolcTBaM/00beKTaM, obecrednBacT d(QEKTHBHYIO
1 3aIIMIIEHHYIO0 OT MCKKEHHH IaT(h)opMy, KOHTPOIHUPYIONIYIO BCe ACHCTBHUS U yIpaBIeHHE HOCTyIoM. [Ipu sTom
coXpaHsieTcs KOHQHUICHINAIBLHOCTE aTpuOyToB. [Ipearaemas Moaeab KOHTPOJIS JOCTYIa Ha OCHOBE TEXHOJIOTUHI
ZK-ABAC wucnonb3yer cMapT-KOHTPAKTHI Ui ynpasieHus: goctymnom. [Iporokon ZK-SNARK obecnieunBaer
KOH(HACHINAIBHOCTE aTpuOyTOB mojb3oBatenell. Cucrema InterPlanetary File System npumensieTcst st co3nanust
pacrpeeneHHON CUCTeMbI XpaHeH s TaHHbIX, a Chainlink uist yripaBieHus CBA3bI0 M JaHHBIMH MKy BHYTPEHHUMM/
BHEIIHUMHU OlIOKJeiH-crcTeMaMu. JIJ1st olleHKH paboToCIIOCOOHOCTH MPEeUI0KEHHON MOJIETN MPOBEAEHbI SKCIIEPUMEHTHI
U TecThl, BKItouas ucnonb3zoBanne ZK-SNARK c Grnoxueitn-rexnonorueit Ethereum. Pe3ynbrarsl sxcriepuMeHTOB
MIPOIEMOHCTPHUPOBAIH TPOOIEMBI MaCIITAONPYEMOCTH Ha dTalax HACTPOMKH U NMPOBEPKH, a TaK)Ke MOBLINICHHE
s¢dexTHBHOCTH Ha HTare Bepu(UKAUK IPH MACIITAOUPOBAHMY JUIsl OOJBIIETo YHciia rmojib3oBareneil. [lomydeHnsre
pe3ynbTaThl HOATBEPIMIIN NMPAKTHIECKyIo 3 dekTuBHOCTE npempioxkeHHoi moxenn ZK-ABAC s 6ezomacHoro
YIIPaBJICHUS JOCTYTIOM C COXpaHEHNEM KOH(QHICHIIMAIEHOCTH B ACLEHTPAIH30BaHHbIX Cpelax.

KunioueBble ciioBa
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Introduction

The importance of user privacy has garnered increasing
attention, particularly in the era of social media and the
alleged privacy violations by large technology companies
seeking market dominance. Incorporating privacy
features into access control systems has become a critical
requirement, especially when dealing with highly sensitive
information, financial records, and public blockchain
platforms where data is immutable and visible to all
participants. Furthermore, the integration of Attribute-
Based Access Control (ABAC) with blockchain technology,
which leverages the immutability characteristic of
blockchains, necessitates a method to preserve user privacy
when submitting attributes to smart contracts for access
authorization. Zero-Knowledge Proofs (ZKPs) emerge as a
solution to this challenge, providing a mechanism to verify
user attributes for ABAC without disclosing those attributes
on the blockchain, thereby maintaining privacy.

ZKPs have rapidly evolved from theoretical concepts
to practical tools, revolutionizing several aspects of
digital systems [1-3]. In the realm of data management,
ZKPs have become instrumental in ensuring storage
integrity. They allow verification of data authenticity and
completeness without exposing sensitive information,
a crucial capability for industries handling confidential
records. In the financial sector, ZKPs are transforming
digital asset transfers [4]. By enabling users to prove
ownership and conduct transactions without revealing
personal details or transaction amounts, ZKPs strike a
balance between privacy and transparency in blockchain-
based finance. Moreover, ZKPs are addressing one of
the most pressing challenges in blockchain technology:
scalability [5, 6]. By allowing complex computations to be
performed oft-chain and efficiently verified on-chain, ZKPs
significantly reduce the computational load on blockchain
networks. This breakthrough paves the way for increased
transaction throughput without compromising security or
decentralization. As ZKP technology continues to advance,

these applications in storage integrity [7], private digital
asset transfers, and blockchain scalability are expected to
drive significant innovations in secure and efficient digital
systems.

The integration of ZKPs with blockchain technology
has been the focus of numerous research initiatives. Among
these, several systems have particular relevance to our
work. One notable example is a study that explores the
application of blockchain and Zero-Knowledge Succinct
Non-Interactive Argument of Knowledge (ZK-SNARK) in
adding privacy to a healthcare system for Internet of Things
(IoT) [8]. This innovative approach leverages the inherent
anonymity of blockchain to protect user privacy, while
employing ZK-SNARK-based authentication mechanisms
to prevent unauthorized access to sensitive medical data.
The study [9] introduces a blockchain-based Access Control
(AC) system for IoT that uses Zero-Knowledge Rollups
(ZK-rollups) to address issues of low transaction speed
and high latency in high-traffic environments. By batching
AC authorization requests into a single zero-knowledge
proof, the system enhances trustworthiness and efficiency.
Experiments show that the system significantly reduces
authorization time, particularly in high-traffic scenarios,
while also preventing malicious behaviors.

The issue of this system alone is where should we store
the data related to the access management, security policies,
and user management, this issue is resolved by using a
decentralized InterPlanetary File System (IPFS) which is
designed for distributed peer-to-peer sharing which solve
the centralization problem. IPFS offers a decentralized
way of storing and sharing data, enhancing efficiency
and speed by retrieving files from the nearest node. It
resists censorship, reduces redundancy, and provides a
more robust, version-controlled system for a persistent and
resilient internet. This technology is particularly beneficial
for decentralized applications, content distribution, and
digital archiving [10]. We can communicate with this
IPFS network by using Chainlink which connects existing
systems to any public or private blockchain and enables
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secure cross-chain communication, in this way we shift
storing data on-chain to off-chain IPFS in secure way using
Chainlink and provide better performance on Ethereum
network [11].

Proposed Model

The proposed model for a Zero-Knowledge Proof,
Ethereum-Based Attribute-Based Access Control (ZK-
ABAC) system, integrated with the Ethereum blockchain
IPFS through Chainlink, presents a novel approach that
provides efficient, transparent, and decentralized access
control while preserving the privacy of user attributes.
This model leverages traditional ABAC to ensure scalable
access control, with the entire management and mechanism
process executed by the Ethereum network via smart
contracts, thereby imparting immutability to the system. All
requisite data for the model is stored on the decentralized
IPFES, and the entirety of communication between on-chain
and off-chain components is governed by smart contracts.

Smart contract is the core element in the model since it
controls the whole process, verifies the attributes provided
by the users, grants/denies the access, and manages access
policies and all other data related to IoT devices on IPFS
[12]. Instead of attributes we use ZK-SNARK to verify the
attributes without revealing them.

One of the innovative aspects of this model is the
integration with Chainlink, a decentralized oracle network.
This integration allows the smart contracts to interact with
off-chain data sources and services securely and reliably.
Specifically, attributes and device information, which are
crucial for the ABAC system, are stored on IPFS servers.
Chainlink oracles provide a bridge between these off-chain
data stored on IPFS and the on-chain smart contracts on
Ethereum. This ensures that the AC system can access up-
to-date and accurate information about users and devices,
which is essential for making correct access control
decisions [13, 14].

Many research study different types of blockchain
integrating with different types of access control [15-18].
However, no research addresses the privacy of users
whose identities could potentially be revealed through the
attributes (e.g., roles, positions, locations) used to gain
access to resources. Our main contribution is applying
ZKP to this system so we can assure privacy. The main
focus is pointed at structuring the system and making ZKP
integration its main core.

ZK-SNARK is a complex cryptographic construct.
To understand how they could be used in conjunction
with an ABAC system, it’s important to delve into some
technical aspects and equations that underpin ZK-SNARK.
ZK-SNARK is built on a foundation of polynomial
equations that are essential for their operation. These
equations transform a computation, such as checking
attributes for ABAC, into a set of equations within a
finite field. A prevalent method for representing these
polynomial equations is through Quadratic Arithmetic
Programs (QAPs). QAPs play a crucial role in verifying
the accurate execution of the ABAC policy check.
Additionally, ZK-SNARK employs elliptic curve pairings
which are instrumental for efficient proof generation and

verification. These pairings link the polynomial equations
to cryptographic components, enhancing ZK-SNARK
functionality.
There are three major steps for our proposed model.
Step 1. System Setup. In which we configure
the system and initializing it to integrate the required
technologies used in this mode which includes:

— Defining ABAC Policies: is the core of the access
control mechanism, by defining the attributes that the
ABAC model will process and deal with, also defining
the policies that will manage the access control
procedure. Those policies and object data is stored on
IPFS;

— Ethereum Smart Contracts: is responsible for
communicating with the users and the required objects,
handling the ABAC checks, and managing data on
IPFS servers. These contracts contain the logic to verify
access based on user attributes;

— ZK-SNARK Setup: is about performing the trusted
setup for ZK-SNARK to generate public parameters
(proving and verification keys) and developing a
ZK-SNARK circuits that can take user attributes
and generate a proof without revealing the attributes
themselves.

User Attribute Tokenization

Step 2. This step is about representing the attributes
by tokens to be processed when the access is triggered and
initializing the ZK-SNARK proofs which includes:

— Issue Attribute Tokens: Users receive tokens
representing their attributes. These tokens are stored
on Ethereum and can be verified by the smart contract;

— ZK-SNARK Proof Generation: Users generate
ZK-SNARK proof that they possess tokens with the
required attributes. This proof asserts the presence of
attributes without revealing what they are.

Step 3. Access Request. This step is the actual process
after setting up the environment, which includes:

— Submit Access Request: When a user wants to access
a resource, they interact with the Ethereum smart
contract. They submit their ZK-SNARK proof along
with the access request;

— Smart Contract Verifies Proof: The smart contract
uses the ZK-SNARK verification key to verify the
proof. If the proof is valid, it confirms that the user has
the necessary attributes;

— Grant or Deny Access: Based on the result of the ZK-
SNARK proof verification, the smart contract grants or
denies access to the resource.

This model is represented in Fig. 1.
Integrating technologies like ZK-SNARK, IPFS, and

Chainlink with ABAC on Ethereum provides a distributed,

efficient, and privacy-preserving access control mechanism.

The Proposed Model Architecture

We will dive into details about configuring this model
and integrating all the mentioned technologies together to
draw the full image of the proposed model.

Define attributes

The first step to implement our model is to define the
attributes and policies according to ZK-SNARK proofs.
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Fig. 1. System flow

Those policies should be presented as polynomial equations
to be used in the ZK-SNARK setup phase.

Many studies discussed how to define attributes in a
generic way that generalizes the nature of attributes that can
apply and serve wide range of different systems [13, 19].
Attributes can be grouped, symbolized as 4 € {S, O, P, E},
where 4 = {name: value}:

— S'signifies the subject attribute, which can be presented
as an ID, profession... etc.

— O pertains to the object attribute, which can be IP
address, category, device...etc.

— P relates to the permission attribute, like read, write,
delete, or executing.

— E is the environment attribute, like time, date, physical
location... etc.

Represent Policies as Polynomial Equations

Having the attributes presented as set of variables:
A€ {S, O, P, E}. Each variable can take multiple values
based on the specific attribute it represents. For example,
S; for different roles, O; for different objects, etc. Taking
into consideration that the policy to access a certain
object should be presented by one (or more) value for
every attribute, the user request should be built using at
least one value for each attribute type. Therefore, missing
one attribute should make the access process invalid.
Moreover, the policy can contain several values for the
same attribute type. We should aim for a balance where
the polynomials are complex enough to ensure security but
not so complex that they become inefficient to compute.
Therefore, we consider the access policy to be presented
by set of quadratic polynomials, one polynomial for each
attribute, and these can be combined to form the overall
policy representation.

ZK-SNARK often uses QAPs to turn the check of
validity of the access into a set of quadratic equations.
QAPs can efficiently represent complex computations and
are suitable for a wide range of ABAC policies.

Based on the previous, we propose the polynomial
equation for the access policy to be built as follows:
— Each attribute type (Subject, Object, Permission,
Environment) is represented by a set of possible values;
— Let 4 represents an attribute type (e.g., Subject), and 4;
represents each possible value of 4.
We propose generic equation for each attribute type as
follows:
— For an attribute 4 requiring to be a specific single value A4,

Py=(A4-4p%

— For an attribute 4 requiring multiple values
Ay, Aa, ..., A, (AND operation)

n

Py= ZI(A — A%

=

— For an attribute 4 allowing any one of several values
Ay, Aa, ..., A, (OR operation)

n

Py= HI(A —4)).
pk
Constructing a new access policy should be set of four
attribute types (four quadratic equations) depending on the
rule itself:

Ps+Po+ Pp+ Pp=0.

For example, let’s consider a policy where Subjects
S or S3 have Permissions P; and P, on Object O; with
Environment E7. The polynomial equation representing
this access policy should be constructed using quadratic
equation for each attribute type as follows:

(S=81) (§=83) + (P~ P1)> +(P—Pp)* +
+(O—-01)2+(E-E7)?=0.
Depending on the required access conditions, the admin

can create a specific policy using the previous logic and
link it to a specific object.
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ZK-SNARK Circuit Design and Setup

In the development of our ZK-SNARK system for
ABAC policy verification, the circuit design is a crucial
component. This circuit is meticulously engineered to
assess the formulated polynomial equations that represent
the ABAC policies. It operates by accepting user attributes
as inputs and computing the corresponding polynomial
value. The design ensures that if all specified attribute
conditions within a policy are satisfied, the polynomial
evaluation results in zero, signifying adherence to the
policy. The system trusted setup is integral to its security
architecture, involving the generation of essential
cryptographic materials, specifically the proving key and
the verification key, both of which are crucial to the ZK-
SNARK framework.

The trusted setup procedure begins with the selection
of cryptographic parameters, including appropriate elliptic
curves and other foundational elements that underpin the
security of the ZK-SNARK. In a secure environment, secret
random values are then generated to create the proving
and verification keys, ensuring true randomness in this
critical step. The proving key, which is typically large,
enables users to create proofs demonstrating compliance
with ABAC policies without revealing their attributes. This
key must be securely distributed to users. Simultaneously,
the verification key generated using the same secret
randomness allows the Ethereum smart contract to verify
the proofs submitted by users. Unlike the proving key, the
verification key is much smaller and is deployed within the
Ethereum smart contract.

After generating the keys, the secret randomness used
in their creation is securely and irreversibly destroyed
to prevent the possibility of generating false proofs. The
proving key is then distributed to users through secure
channels, ensuring that every user who needs to generate
proofs has access to it, while the verification key is
embedded within the Ethereum smart contract responsible
for verifying access requests. Secure record-keeping of the
cryptographic parameters and keys (excluding the secret
randomness) is maintained for system maintenance and

: procedure GenerateAccessProof (UserAttributes,

lient, ProverKey, EthereumSC Address)

auditing purposes. Finally, the ZK-SNARK system is fully
integrated with the policy management system, allowing
for proofs to be generated based on the latest policies stored
on IPFS and verified through Ethereum.
To summarize, ZK-SNARK is built on three main
phases: Setup, Prove, and Verify:
— The Setup phase generates a pair of keys used by the
prover and verifier.

Setup(IY) — (i, vi)- (1)

— The Prove phase takes the proving key, a statement to
be proved (in terms of public inputs), and private inputs
(known as the witness), and produces a proof 7.

Prove(py, x, w) — m. 2)

— The Verify phase uses the verification key, the public
inputs, and the proof to determine whether the proof is
valid, i.e., whether it correctly demonstrates the truth of
the statement without the verifier needing to know the
private inputs.

Veriﬁ/(vk, X, TE)—> {Oa 1}’ (3)

where [* is the security parameter (indicating the size and
strength of the cryptographic setup); py is the Proving Key
which will be used by the prover; vy is the Verification Key
which will be used by the verifier; x represents the public
inputs to the statement being proved; w is the witness or
private inputs known only to the prover; 7 is the proof that
the prover constructs, demonstrating that the inputs satisfy
the statement without revealing the witness.

The output is a binary value, where 1 indicates that the
proof is valid and 0 indicates that it is not.

After successfully generating the required key, we can
represent ZK-SNARK circuit design by the next algorithm
in Algorithm 1 — ZK-SNARK Proof Generation with
Detailed Implicit Policy Equation.

ObjectID, IPFS

1

C

2 Fetch the policy for the requested object using ObjectID from IPFS.
3: PolicyData « IPFS Client.Fetch (ObjectID)

4: IsValidPolicy « VerifyPolicyHash(PolicyData, EthereumSC Address)

5 if IsvalidPolicy then

6: ZK-SNARK Proof « ZK-SNARKProvingAlgorithm(UserAttributes,
ProverKey)

9

: AccessRequest «~ package (ZK-SNARK Proof, ObjectID)

8: AccessGranted - EthereumSC.VerifyProof (AccessRequest,
EthereumSC Address)

9: if AccessGranted then

10: return Access token from Smart Contract
11: else

12: return Access denied

13: end if

14: else

15: return Invalid policy data

16: end if

17: end procedure
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The algorithm for ZK-SNARK Proof Generation with
Implicit Policy Equation is designed to enable a user to
generate a zero-knowledge proof for accessing a specific
object based on predefined access control policies. The
algorithm operates within an environment where policies
are stored on IPFS and verified through Ethereum, where:
— UserAttributes: The attributes of the user, such as their

role, permissions, and other relevant details.

— ObjectID: The unique identifier of the object that the
user wants to access.

— IPFS_Client: A client interface to interact with IPFS for
retrieving policy data.

— ProverKey: A cryptographic key obtained from the ZK-
SNARK trusted setup phase, used for proof generation.

— EthereumSC_Address: The address of the Ethereum
Smart Contract used for verifying the proof.

Smart Contracts, IPFS, and Chainlink Oracle

In our paper we will focus only on the ZK-SNARK
verification process for our model and not on the smart
contracts or IPFS and Chainlink integrations. About Smart
Contracts, there are many studies about it and it’s been
discussed in detail how many smart contracts needed and
the structure of those contracts to facilitate the process
[20, 21, 13]. Also we already conducted detailed research
about that part in another article, including IPFS and
Chainlink integrations [22].

The system employs a series of smart contracts to
manage access control and data handling, leveraging the
strengths of blockchain, IPFS, and Chainlink.

— AccessRequestContract handles user access requests
by processing submitted attributes, retrieving relevant
policies, and initiating the policy evaluation process.

— AdminPolicyManager allows administrators to
manage policies, including adding, updating, viewing,
and deleting them, ensuring that the system rules are
up-to-date and properly enforced.

— IoTDataManager is responsible for managing the
resources allowing for the registration, updating, and
deletion of resources, as well as retrieving specific
resource information.

— PolicyEvaluator plays a critical role by evaluating user
attributes against the stored policies to grant or deny
access based on compliance.

— IPFSDataHandler interfaces with the IPFS network to
store and retrieve data, enhancing data availability and
security through decentralized storage.

— ChainlinkOracleAdapter facilitates secure
communication with off-chain data sources using
Chainlink oracles, enabling the system to access
external data reliably.

These smart contracts collectively create a robust
and efficient access control system, ensuring secure,
transparent, and decentralized management of resources
and data. Therefore, this work is a continuation of our work
regarding smart contracts and the other setups.

Experiments and results

The experiments and tests to evaluate the performance
of our model have been conducted on a PC equipped with
an Intel 17 processor (2.60 GHz) and 16 GB of RAM for

the prototype implementation. For the development of
smart contracts, the Solidity language was used. These
smart contracts were created using Solidity and deployed
on the Goerli testnet, which serves as a testing platform for
Ethereum smart contract development.

In our experiments, we utilized ZoKrates in conjunction
with the Grothl16 proving scheme to explore and
validate the efficacy of implementing ZK-SNARK on
the Ethereum blockchain [23-25]. ZoKrates provided a
streamlined development environment enabling to define
and compile privacy-preserving arithmetic circuits using
its specialized domain-specific language. These circuits
formed the backbone of our experimental setup, allowing
us to generate zero-knowledge proofs efficiently. We then
leveraged Groth16, renowned for its succinct proofs and
efficient verification properties, to ensure the integrity
and non-disclosure of sensitive computation data within
our tests. This integration was crucial for demonstrating
the potential of ZK-SNARK in enhancing privacy and
scalability in blockchain applications.

We tested the functions presented in formulas (1)—
(3). We measured the time cost of the three functions by
building different circuits based on different number of
users and calculated the required time for each function to
complete off-chain, the result is shown in Table.

And the chart presenting the result is shown in Fig. 2.

Analysis of Results
— As the number of users increases, the time taken for

both setup and proving phases increases significantly.

This indicates that the computation and resource

requirements scale with the number of users, which is

expected since each user would require a unique proof.
— The setup time increases more dramatically than the

proving time. For instance, between 100 and 10,000

users, setup time increases by over 90 times, while

Table. ZK-SNARK cost time by Number of Users

Number of Users Setup Prove Verify
100 0.285 0.190 0.194
500 1.345 0.966 0.201
1,000 2.887 1.789 0.209
5,000 9.446 4.102 0.285
10,000 26.224 11.325 0.206
30
H
8
O 10
0
100 1,000 10,000
Number of Users
— Setup — Prove Verify

Fig. 2. Setup, Prove, and Verify cost time by number of users
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proving time increases by about 60 times. This suggests

that the initial parameter generation is highly resource-

intensive and might become a bottleneck at scale.

— The verify phase does not scale in the same way as the
setup and prove phases. The verification time remains
relatively consistent and increases only marginally
with the number of users. This is characteristic of ZK-
SNARK, where verification is typically quick and does
not significantly depend on the number of users.

— The fact that the verify phase times are small and stable
is highly advantageous for scenarios where many
independent verifications need to occur, such as on a
blockchain network.

This experiment demonstrates the scalability challenges
of ZK-SNARK in terms of setup and proving times. While
verification remains fast regardless of the user count, the
setup phase, in particular, may pose challenges for large-
scale implementations due to its super-linear growth in
time requirement. It’s crucial for applications that utilize
ZK-SNARK to consider these performance implications,
especially for systems that require frequent setup or proving
operations.

We also conducted an experiment about only the Verify
process when executing it on Ethereum, we already did an
experiment about smart contracts performance in general
[22], and now we’re testing the verification process on
Goerli testnet. We adjusted the smart contract used for
verification (PolicyEvaluator) to use ZoKrates for testing
the time cost for the verification instead of the normal
process described in [22], and the result is shown in Fig. 3.

Analysis of Results
— ZK-SNARK Efficiency: The orange line representing

the verification time using ZK-SNARK is consistently

below the blue line, which suggests that using ZK-

SNARK for verification is more time-efficient than the

traditional verification method.

— Scalability: As the number of requests increases, both
methods show an increase in cost time. However, the
increase in the time cost for the traditional verification
method is more pronounced, which indicates that the
verification with ZK-SNARK scales better with the
number of requests.

— Performance at Scale: At lower numbers of requests
(e.g., 10 to 100), the difference in verification time
between the two methods is relatively small. However,

Cost Time, s

10 100
Number of Requests

1,000

- PolicyEvaluator
(without ZK-SNARK)

- PolicyEvaluator
(with ZK-SNARK)

Fig. 3. Cost time for verification with ZK-SNARK and without
ZK-SNARK

as the number of requests grows (e.g., from 500 to

1000), the difference becomes much more significant.

This suggests that the benefits of ZK-SNARK become

more apparent as the system is scaled up.

— Goerli Testnet Context: It’s important to note that
these tests were performed on the Goerli testnet which
is an Ethereum test network. Real-world conditions
on the Ethereum mainnet might lead to different
performance characteristics due to network congestion
and gas prices, although the relative performance
between the two methods might be expected to remain
consistent.

The use of ZK-SNARK (via ZoKrates) for the
verification process in smart contracts significantly reduces
the verification time, especially as the number of requests
increases. This can lead to performance improvements
in blockchain applications that require a large number of
verifications. The lower time cost associated with ZK-
SNARK verification can lead to more efficient smart
contract operations, which can be particularly beneficial
for applications with high throughput requirements.

All other tests related to the Smart Contracts in our
work are included in the previously published paper [22].

Conclusion

This paper presents a pioneering approach to Access
Control in the realm of IoT and beyond, through the
integration of ABAC with blockchain technology, ZK-
SNARK, IPFS, and Chainlink oracles. Our proposed ZK-
ABAC system represents a significant advancement in
addressing the critical challenge of preserving user privacy
while maintaining a robust, immutable, and transparent
access control mechanism.

Our ZK-ABAC model innovatively combines the
flexibility and efficiency of ABAC with the robustness
and transparency of blockchain technology. By employing
Ethereum smart contracts, the system ensures a
decentralized and tamper-proof record of access control
policies and transactions. The utilization of ZK-SNARK
is pivotal in safeguarding user privacy; it enables users to
prove their attribute-based access rights without revealing
the actual attributes, thus maintaining confidentiality in
every interaction, and the results show that the verification
process is more efficient and less time consuming than
the normal process and makes it suitable for on-chain
applications.

Furthermore, the integration of the IPFS network
facilitates a distributed storage solution, ensuring that
access control policies are not only decentralized but also
resilient and scalable. This feature is particularly crucial in
addressing the concerns of centralized data management
and single points of failure, which are common in
traditional access control systems.

In conclusion, the ZK-ABAC model stands as a
testament to the potential of combining blockchain
technology, zero-knowledge proofs, distributed storage, and
oracle networks to revolutionize access control systems.
It paves the way for future research and development in
this field, setting a new standard for privacy-preserving,
decentralized access control in the digital age.
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AHHOTaNMA

Bgenenne. VccrnenoBana 3a1aqa MOBBIMICHUS ONIEPATHUBHOCTH OOHAPYKEHUS U KapTOTrpaHpOBaHUS JECHBIX PYOOK
110 KOCMHYECKUM CHUMKAM C IIeIIbI0 BBISBICHUS HapYIICHUH 3KOJOTHYECKOTO 3aKOHOAATENBCTBA. TpauIIMOHHbIE
METOJIBI IeMN(PPUPOBAHNS JAHHBIX JUCTAaHIMOHHOTO 30HANPOBAHUS 3eMIN TPeOyroT OOIBIINX TPY03aTpaT U BEICOKOH
KBTI (DMKAIMY UCTOJHUTENeH. [t aBToMaTH3any poLeccoB Aemn(prpoBaHis KOCMHYECKHX CHIMKOB pa3paboTaHo
00JIBIIIOE KOJTMYECTBO PA3HOOOPa3HBIX METO/IOB, B TOM YHCJIE OCHOBAHHBIX Ha IPUMEHEHHH COBPEMEHHBIX TEXHOJIOT Uit
r1yOOKOro MamnHHOTO 00yueHHs. B paboTe mpoBeaeH CpaBHUTENbHBIH aHATH3 CBEPTOUHBIX M TPAHCHOPMEPHBIX
Mojieneil HeHpPOHHBIX ceTeil, MepCHEeKTUBHBIX [UTS PELIEHNS 3a/1a4 CETMEHTAIMH JIECHBIX PyOOK IO JIETHUM KOCMHYIECKHM
CHHMKaM co cuyTHHKa Sentinel-2. MeToa. B mpoBegeHHOM HCCIEIOBAHUH [JI CETMEHTAIIUU JECHBIX pyOoOK
npuMeHsch cBeprounsie Mmonenn U-Net++, MA-Net, 3D U-Net, FPN-ConvLSTM u tpaHchopMmepHBIe MOAETH
SegFormer, Swin-UperNet. Oco0€HHOCTBIO KOMITEIOTEPHOTO SKCIICPHMEHTA SBISIETCS aJaNTalHs Pa3THIHBIX MOENeit
HEWPOHHBIX CeTel JUIsl aHaIN3a aphl pa3HOBPEMEHHBIX MHOTOKAaHAIBHBIX CITyTHUKOBBIX H300pakeHuid. [Ipencrasieno
ONMCaHMEe MCXOIHBIX JAHHBIX, IPOIEAypa UX MPeJoOpaboTKH ¢ ydeToM crenn(uKi U MeToanka (GopMUpPOBaHUS
o0yuarorieil BBIOOPKH Ha OCHOBE MMEIOIIEToCs apXUBa KOCMUUECKUX CHUMKOB. [1pe/yioKeHbI poLielypbl 00y4YeHHs 1
OLIEHKH TOYHOCTH PACCMaTPUBAEMBIX HEHPOCETEBBIX MOZIETIEH ¢ HCIoIb30BaHneM MeTpukH F1. /Iy onieHkn To4yHOCTH
BBITIOJIHEHO CPaBHEHME PE3y/IbTaTOB MOJASIUPOBAHUS C TPAAUIIMOHHBIM METOAOM BH3YyalbHOIO AEIN(QPHPOBAHUS C
TIPIMEHEHHEM CPEeICTB TeONH()OPMAIMOHHBIX cucTeM. OCHOBHBIE pe3yabTaThl. [1omydeHb! pe3ynbTraTsl KOMITBIOTEPHOTO
9KCHEPUMEHTA Ha MPHMepe TePPUTOpHN XaHTEI-MaHCHIICKOTO aBTOHOMHOTO OkpyTra. CpaBHEHHE MOZIeNiel CeTMeHTAINN
JIECHBIX PYOOK IT0 JETHHM KOCMHUYECKHM CHHMKAM IOKa3ajio, YTO TOYHOCTH F1 /I pa3HbIX Mopenelt HaXOQUTCs
B npenenax ot 0,409 mo 0,767. Haubonbiryto TouHOCTH NOKa3anxa TpanchopmepHas monens SegFormer, koTopas
03BOJIHIIa OOHAPYKHMBATh JIECHBIE PYOKH, HEyUTEHHbIE YelI0BeKOM. Bpems 00paboTku 01HO# mapsl MOITHOPAa3MEPHBIX
KOCMHYECKUX CHUMKOB rutomamu pazmepom 100 x 100 km2 coctaBuiio 15 MuH, 4to B 16 pa3s MeHbIlE BpEMEHH,
TpeOyeMOoro CIEHaIUCTy JUIsl BHIIOJIHEHUS TOH JKe 3a[aul TPaJAULHMOHHBIM criocoboM. Takas ckopocTb 00paboTKu
CHHMKOB SIBIISIETCS] BAXKHBIM TTOKa3aTeIIeM /Ul MOHUTOPHHTA OOIIMPHBIX JT€COX03HCTBEHHBIX TeppuTopHil. Obcy:KkaeHue.
[Ipennaraemblii METOZ CETMEHTAIINH JIECHBIX PyOOK, OCHOBaHHBIN Ha TpaHC(HOpPMEpHOU HeHpoHHOH cetn SegFormer,
MOJKET OBITH HCIIONIB30BaH ISl PEIICHUS 3a/aud ONEepPaTHBHOTO BBIIBICHHSA M KapTOTrpadupoOBaHUS HE3aKOHHBIX
JeCHBIX pyOOK. J{JIs MOBBIIEHNs KadecTBa pabOTEI MOAEIN HeoOXoauMa OalaHCHPOBKA 00ydJarolieif BEIOOPKH C IIETBI0
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Abstract

The study aimed to improve the efficiency of detecting and mapping felling using satellite imagery, in order to identify
violations of environmental regulations. Traditional remote sensing data interpretation methods are labor-intensive and
require high operator expertise. To automate the satellite image interpretation process, numerous approaches have been
developed, including those leveraging advanced deep machine learning technologies. The presented work conducted
a comparative analysis of convolutional and transformer neural network models for the segmentation of felling in
summer Sentinel-2 satellite imagery. The convolutional models evaluated included U-Net++, MA-Net, 3D U-Net, and
FPN-ConvLSTM, while the transformer models were SegFormer and Swin-UperNet. A key aspect was the adaptation
of these models to analyze pairs of multi-temporal, multi-channel satellite images. The data preprocessing, training
sample generation, and model training and evaluation procedures using the F1 metric are described. The modeling
results were compared to traditional visual interpretation methods using GIS tools. Experiments on the territory of
the Khanty-Mansiysk Autonomous Okrug showed that the F1 accuracy of the different models ranged from 0.409
to 0.767, with the SegFormer transformer model achieving the highest performance and detecting felling missed by
human interpretation. The processing time for a 100 x 100 km? image pair was 15 minutes, 16 times faster than manual
methods — an important factor for large-scale forest monitoring. The proposed SegFormer-based felling segmentation
approach can be used for rapid detection and mapping of illegal logging. Further improvements could involve balancing
the training dataset to include more diverse clearing shapes and sizes as well as incorporating partially cloudy images.

Keyword

felling mapping, satellite imagery, deep machine learning, neural network models, image segmentation, forest area
monitoring
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BBenenune

AKTHBHOE OCBOCHHUE TEPPUTOPHIA CEBEPHBIX PETHOHOB
Poccun, cBsizaHHOE C pa3BeKOH, T0ObIUEH U TPAHCIIOPTH-
POBKOH YIJIEBOJOPOHOTO CBHIPbsl U APYTUX MOJE3HBIX UC-
KOIIaeMBIX, IPUBOJMUT K HEOOXOMMOCTH BBIPYOKH JIECHBIX
HaCaX/ICHHUH ¢ 1eNIbI0 00yCTpOHCTBa 00BEKTOB 00pabdaThI-
BAIOLICH U TPAHCTIOPTHON HH(PPACTPYKTYPBI PECypConoObI-
BAaIOLIMX MPEIIPHATHI. B CBA3M ¢ 93TUM MPUOPUTETHBIMH
HAaITPaBICHUSIMU B chepe OXpaHbl OKpYKafowIeil cpeabl 1
MIPUPOIHBIX PECYPCOB PETMOHOB SIBIISIOTCS MOHUTOPHHT

JIECHBIX DKOCUCTEM U 3aJlaud YCTOHYHMBOTO YIpaBJICHUS
JIECHBIM (DOH/IOM PETHMOHa, BKJIIOYAsi KOHTPOJIb HECAHKIIH-
OHUPOBAHHBIX JIECHBIX PYOOK.

Oco0y10 Ba)KHOCTB pEIICHHs 3TUX 3a/ad Iprodpera-
et XaHThI-MaHCuiCKIil aBTOHOMHEBIH okpyT (XMAO),
Ha TEPPUTOPUH KOTOPOTO (PYHKIHMOHUPYET 3amagHo-
Cubupckuii HepTeg0OBIBAIOIINI KOMIIJIEKC MHPOBOTO
YPOBHSI, NOCTABJISIIOLIMN [TOYTH MOJOBUHY POCCHICKON
HedTu. borblras 4acTh TEPPUTOPUH OKPYTa, 3aHUMAIOLIe-
ro mwiomanb 530 ThiC. KM2, MOKPBITO JIECHOM PACTUTEb-
HOCTBIO, HA COCTOSIHUE KOTOPOW 3aMETHOE BO3ACHCTBUE

Hay4HO-TeXHNYECKNI BECTHUK MHDOPMALMOHHbBIX TEXHONOMUIA, MEXaHUKN 1 oNTukn, 2024, Tom 24, N2 5
Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2024, vol. 24, no 5

807


mailto:melnikovav@uriit.ru
https://orcid.org/0000-0002-1073-7108
mailto:polichukjm@uriit.ru
https://orcid.org/0000-0002-4944-4919
mailto:rusanovma@uriit.ru
https://orcid.org/0000-0002-9926-4609
mailto:abbazovvr@uriit.ru
https://orcid.org/0009-0008-9315-2041
mailto:kocherginga@uriit.ru
https://orcid.org/0009-0001-4875-7489
mailto:kupriyanovma@uriit.ru
https://orcid.org/0000-0002-9476-2887
mailto:baysalyamovaoa@uriit.ru
https://orcid.org/0009-0000-0633-3832
mailto:sokolkovoi@uriit.ru
https://orcid.org/0009-0006-5869-1395

CpaBHUTENbHbIV aHaNn3 HEMPOCETEBbLIX MOAENEN AN KapTorpadunpoBaHNs NIECHLIX PyOOK...

okaspiBaeT HedrenooOsrya. Kpome Toro, B XMAO Benercs
MHTEHCHUBHAsI JIECO3arOTOBKA, B pe3yibTaTe KOTOPOU BBI-
pyOKe TosiBepraroTcs J0BOJIBHO OOMIMPHBIE TEPPUTOPHU
necHoro Qoua.

C 1enpio KOHTPOIIS 3a BBIPYOKOH JIECHBIX HACAKIACHUH
Ha Tepputopu XMAO ¢ 2014 r. BeneTcst HenpepbIBHBII
KOCMUYECKNH MOHUTOPUHT TEPPUTOPHHU JIECHOTO (POH/A,
HAaIpaBJICHHBII B TOM YMCIIE ¥ HA ONIEPATHBHOE BBISBICHUE
HE3aKOHHBIX JIECHBIX pyOoOK. B pesymbrare 310l padboTs!
OblTa co3mana 6a3a JaHHbIX «PeecTp M3MEHEeHU JIECHOTO
¢douna XMAO» [1], xoTopasi cogepxuT 6oiee 15 Thic.
3amucei, BKIOYAIUX HHPOPMAIUIO O BBISIBICHHBIX
JIECHBIX pyOkax. HamosHeHue yka3aHHON 0a3bl JaHHBIX
OCYIIECTBIIJIOCH C MCIOJIb30BAHUEM PA3HOBPEMEHHBIX
KOCMHUYECKHX CHHMKOB, CIIU(PPUPOBAHHE KOTOPBIX ITPO-
BOJIMJIOCH TPAJUIUOHHBIMHA METO/aMU C MPUMEHEHHUEM
cpencTB reonHpopmannonHoii cucremsl QGIS.

Onnako 3(ppeKTHBHOCTD TPATUIIMOHHOTO MMOIX0a K
BBISIBJICHHUIO JIECHBIX PyOOK 110 KOCMHYECKHM CHHUMKaM,
TPEOYIONIETO MPUBIICUCHNST KBATU(DUIIMPOBAHHBIX CIICIIH-
QJINCTOB JUIS UX JemHn(pUpOBaHUs, BBUIY TPYILOEMKOCTH
1 BBICOKUX 3aTpaT BPEMEHHU OKa3bIBACTCS OTHOCHTEIBHO
HeBbICOKOM. I10 3T0il mpuunHe, aKTyalbHOU SIBJISAETCS 3a-
Jlavya aBTOMaTH3alMH MPOIIecca BISBICHHS JIECHBIX PyOOK
Ha OCHOBE JeU()PUPOBAHUS CITYTHUKOBBIX N300PaKEHHIA.
Hawubosee nepcrieKTHBHBIME B PELLIEHUH 3TOH 3a1a4u pac-
CMaTpPUBAIOTCSl METO/Ib, OCHOBAHHBIC Ha MCIIOJIb30BAHUN
HEHPOHHBIX ceTel st OOHapyKEeHHs M3MEHEHHH Ha Jec-
HBIX y4acTKax 110 KOCMHYECKHM CHUMKAM.

O030p MeTOI0B CerMeHTAIMU U300paKeHu i

B [2—4] paccmoTpeHB! BONPOCH IPUMEHEHUS HEll-
POHHBIX CETEH JUIsl aBTOMAaTH3alUU Tporecca aemnd-
PUPOBAHUS CIIyTHHKOBBIX M300pa)eHHI B 3aaadax
oOHapy>KeHHsI N3MEHEHUH B COCTOSIHUU JICCHBIX TEPpH-
Topuii. OTMETHM, YTO JaHHBIC HAyYHbIC PAOOTHI MTOCBS-
IICHBI BBISIBICHUIO M3MEHEHHUH COCTOSHUSI JIECHOTO (DOH-
Jla Ha TEPPUTOPUH SKBATOPHUAIBHBIX JIECOB. Y UNTHIBAS
0COOCHHOCTH JIECHBIX HAaCaXACHUH B CEBEPHBIX pe-
ruoHax Poccum, m ocobenno, B Cubupm, rae pacupo-
CTpaHEHBI TAeKHBIC Jeca 00peaTbHOro mosica ¢ mpeoo-
JIaJaHUeM XBOMHBIX IOPOJ JE€PEBbEB, PACCMOTPEHHBIE B
[2—4], MeToaB! ONEepaTHBHOTO BBISBICHHUS JIECHBIX PYOOK
110 KOCMUYECKUM CHUMKaM Ha OCHOBE HEHPOHHBIX Ce-
Teii, pa3paboTaHHBIE JUIsl 9KBaTOPHAJIBHBIX JIECOB, HE MPHU-
MEHHMBI ISl pEIICHHsI IOCTAaBICHHOW B paboTe 3a/auu.

B nacrositiee Bpemst H3BECTHBI €JUHIUYHbIE paOOoTHI [5—
71, B KOTOPBIX paccMaTpUBAIOTCS BOMPOCH MPUMEHCHHS
HEHPOCETEBBIX MOJEIIECH IS OTIPEETICHUS JIECHBIX PyOOK
Ha CEBEPHBIX TeppUTOpHsIX Poccnul Mo KOCMUYECKUM CHAM-
kaM. B [5] paccMoTpeHO ncmonp30BaHIE METOOB TITy0O0-
KOTo 00y4eHUs JUIsl HACHTU(HUKANH TIOBPEKICHNH J1eca, B
TOM YHCIIC U JIECHBIX PYyOOK, Ha €BPOMEHUCKON TEPPUTOPUHN
Poccun n Ypana ¢ ucnosnb30BaHUEM AP PA3HOBPEMEHHBIX
cHuMKkoB Sentinel-2. Ha ocHOBe cpaBHEHHS HECKOJIBKHX
Mozenel, umeronux apxurekrypy U-Net, B [6] mokazaHo,
yto mozenb MobilNetv2 U-Net npogeMoHcTpupoBaia
HAWIYYIIyl0 TOYHOCTh B CETMEHTAIIUH JIECHBIX PYyOOK Ha
tepputopun Mpkyrckoit obmactu. B [6] Takke omuca-
HO IMPHUMEHEHHUE CBEPTOYHOM HelpoHHOU ceTu ResNet50

JUIs OTIpEJIeTICHUsI PyOOK C MCIIOIb30BAHUEM KOCMUYECKUX
cHUMKOB Sentinel-2. OiHaKO TOYHOCTH BBISIBICHHS PyOOK
OKa3aJlach HEBBICOKOII.

B [7] ucciienoBana HeiipocereBasi MOJCIIb OOHAPYKe-
HUsl pyOok Ha Tepputopun XMAO pacnpocTpaHeHHOH
apxutektypbl U-Net++, kKoTOpast mokasaia BBICOKYIO d(-
(heKTHBHOCTH NPHU UCIIOIB30BAHUU 3UMHHUX KOCMHYECKHUX
canMkoB Sentinel-2. [To mpuyunHe 3HAYNTETHHOM TOIH JIec-
HBIX BBIpYyOOK Ha Tepputopr XMAQO, KOTOpBIe TIPOU3BO-
JITCSL B JIETHUH TIEPHOJ, IJIs TOBBILICHUS OTIEPATUBHOCTH
BBISIBIICHHSI TaKUX PYOOK I1e1ecoo0pa3Ho HCIIOIb30BAHNE
JICTHUX CHUMKOB. OTMETHM, UTO BBHITIOJIHEHHBII B paMKax
HacTosieil paboThl MpeBapUTENIbHBIN aHAIN3 PUMEHE-
Hust moenu U-Net++ mokasan ee kpaitHe HU3KYIO TOY-
HOCTBD B 33/1a4aX BBISIBICHUsI pyOOK Ha Tepputopun XMAO
0 JIETHUM CHUMKAaM.

HWcxomst n3 3T0T0, BO3HUKAET HEOOXOIMMOCTH ITPOBEIC-
HUS CPAaBHUTEJILHOTO QHAJIN3a M3BECTHBIX METO/IOB MallliH-
HOTO 00ydYeHHs C LEeNbI0 BEIOOpa HEHPOCETEBOI MOJIEIH,
TO3BOJIFOIIEH Hanboee 3(h(EeKTUBHO BBIICIATH JICCHBIC
pyOKH 10 Tape pa3HOBPEMEHHBIX KOCMUYECKUX CHUMKOB
JIETHETO NepHo/ia Ha CEBEPHBIX TeppUTOpusiX. B pesynsrare
LEeNbI0 PadOTHI SIBJISIETCSI TPOBEJICHIE CPABHUTEILHOTO
AHaJIM3a U3BECTHBIX HEHPOCETEBBIX MOZEIIEH, IIPUTOJHBIX
JUISL BBISIBJICHUS JIECHBIX PyOOK 110 KOCMHUYECKHM CHUMKaM,
JUISL OIIPEJICNIEHUs] apXUTEKTYpbl HEHpPOCETeBOH MOJeNH,
obecrieunBarolieil Hanbosee BEICOKYI0 TOYHOCTh 00HApY-
JKEHHMSI JIECHBIX PyOOK I10 ONTHYECKUM CHUMKaM Sentinel-2,
MIOJTyYCHHBIM B JICTHUH TIEPUOJ, Ha ITpUMepe JIECHOH Tep-
putopur XMAO.

Hcxonnbie JaHHbIE U METOIbBI

B kadecTBe MCXOMHBIX JAHHBIX JUIsI GOPMHUPOBAHUS
oOyuatomiell BHIOOPKHM M TECTUPOBAHMUS Pa3INIHbIX HEH-
poceTeBBIX Mojieel ObIIIM MCIIOIb30BaHbl KOCMHUYECKUE
CHUMKH cO cryTHHKa Sentinel-2!, oGpaborantbie 10 ypOB-
HS 2, TIe KaXXJIBIH CHUMOK MPEICTABIACT cO00# opTO-
TpaHC(POPMHPOBAHHOE MHOTOKaHAIFHOE M300paskeHNE C
aTMocdepHoil koppekuueit [8]. g oOyueHus momeneit
BBIOpAaHBI CHUMKH, KOTOPBIE IMEIOT H300paKeHNE MTOBEPX-
HOCTH 3eMutH, TosrydeHHbIe n3 10 KaHaJIO0B ¢ MPOCTpaH-
CTBeHHBIM pa3perieHueM 10 u 20 m.

B Hacrosmee Bpems pa3paboTaHO M yCHEIIHO MPH-
MEHSIETCS JUIsl CerMEHTAlMU N300paKeHUI, B TOM 4HCIIe
Y MHOTOKaHaJIbHBIX KOCMHYECKUX CHUMKOB, JIOCTATOYHO
0O0ITBIIIOE KOJIMYECTBO PA3IMYHBIX apPXUTEKTYP HEHPOHHBIX
cerell. AHanmM3 Hanbojee NOMyJISIPHBIX HEMPOHHBIX CEeTeH
TMIOKa3aJl, YTO B 3aBUCHMOCTH OT OCOOCHHOCTEH apXUTEKTY-
PBI OHH MOTYT OBITH CTPYIITHPOBAHBI B /IBA Ki1acca: CBep-
TOYHBIE U TPaHC(HOPMEpPHBIE.

CBepTouHBIC HEHPOHHBIE CETU SIBISIOTCS OCOOBIM TH-
II0M MCKYCCTBEHHBIX HEHPOHHBIX CETEH, KOTOpBIE Tpa-
JUIIMOHHO HCIOJIB3YIOTCS JUIsl aHAJIN3a JAaHHBIX C MIPO-
CTPAaHCTBEHHOHN WJIM BPEMEHHOM CTPYKTYPOM, TAKHX Kak
n3o0pakeHus, 3ByK WiH Buzaeo. K aTomy kiaccy, Hanpu-

I O¢punmanbeiii caiit Sentinel Online [DnexTpoHHbIN pe-
cype]. Pexxum nocryma: sentinels.copernicus.eu/web/sentinel/
user-guides/sentinel-2-msi/processing-levels/level-2, cBoOOOTHBIIA.
S13. anmi. (mara obpamenus: 28.06.2024).
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Mep, OTHOCSITCS CIIETYIOIIIE HCCIIeAyEeMbIe aBTOPaMH CETH:
U-Net++ [9, 10], MA-Net [11], 3D U-Net [9, 10], FPN-
ConvLSTM [9, 12, 13], koTopble MoKazanu cBoio dpdek-
TUBHOCTbH BO MHOTHX 3aJlauaX KOMIIBIOTEPHOTO 3pEHHUS,
BKJTFOYAs! KJIACCH(UKAIMIO M300pa)KeHNUH, IETEKTHPOBAHNE
00BEKTOB, CETMEHTANNIO U MHOTOE Apyroe. OCHOBHOM 3I1e-
MEHT CBEPTOYHOI HEMPOHHON CETH — CBEPTOUHBIH CIIOH,
KOTOPBIH MMPUMEHSET GUIBTPHI (Aapa CBEPTKH) K BXOTHBIM
JaHHBIM. OUIIBTPBI TO3BOJISTIOT U3BJICKATh BayKHBIC ITPU3HA-
KM U300paKeHHsI 0ObEKTOB, TAaKUE KaK I'PAHHIIBI, ()OPMBI
WJIA TEKCTYPHI, COXpaHssA IIPA 3TOM IIPOCTPAHCTBEHHYTO
UHPOPMaIHUIO. 32 KaXIbIM CBEPTOYHBIM CIIOEM CIICAYET
CIIELIMAJIBHBINA CJI0M, KOTOPBIM YMEHBIIAET PA3MEPHOCTH
JAHHBIX M CIIOCOOCTBYET BBISIBICHHUIO 00JIee 0000ICHHBIX
Y MHBapUaHTHBIX PU3HAKOB.

TpancdopmepHble HEHPOHHBIC CETH UMEIOT apXUTEK-
TYpPY, aAaNTHPOBAHHYIO JJIsl 00paOOTKHU MOCIIEI0BATEIb-
HOCTEH JaHHBIX, TAKWX KaK TEKCTHI, ayJHO3AINCH HNIIN
BpeMeHHbIe psabl. K aToMy Kimaccy, HanmpuMep, OTHOCATCS
JIBE HEHPOHHBIE CETH, HCCIIEyeMbIe B HACTOSIIEH padore:
SegFormer [14] u Swin-UperNet [15]. 'maBHas otnmyu-
TeJbHas 0COOCHHOCTh TpaHC(HOPMEPHBIX HEHPOHHBIX Ce-
TEH — KCIOJB30BaHUE MeXaHU3Ma BHUMAaHHA, OCHOBHAs
Ujesi KOTOPOro 3aKI0YaeTcs B TOM, UYTO TpaHchopmep
00pabaThIBAET HE BCIO MOCIICIOBATEIBHOCTD BXOIHBIX JTaH-
HBIX, @ BBISIBJSIET CBSI3M MEXly HauOoJjee peJeBaHTHBIMU
00BEKTaM1 BXOJJHOW MTOCIIEA0BATEIEHOCTH. JTO MO3BOJISICT
MOJIEJIM PacliO3HaTh KOHTEKCT W B3aMMOCBSI3U Ha Pa3HBIX
YPOBHSIX U cO37aTh Oojiee TIIyOOKHE CBSI3M MEXIy diie-
MEHTAaMH TTOCJIEA0BATEIbHOCTH. XOTSI TpaHC(HOPMEPHBIE
HEHpOHHBIE ceTH ObUIM pa3paboTaHbl B OCHOBHOM JUIS
00pabOTKN TEKCTOBBIX JAHHBIX, CYIIECTBYIOT Pa3INIHbIC
Moau(UKAIMN apXUTEKTYPhl 3TUX HEHPOHHBIX CETEH,
CIELHAIBHO NPEHA3HAYCHHbIE Ul aHAJIN3a U CeTMEHTa-
IUU N300paskeHUH.

Pe3yJ'leaTbI H 06cym)1e}me

O6mas cxema popmupoBaHus Habopa oOydJarommx
JMAHHBIX, COCTOSMIECTO U3 YKCIICPUMEHTAIBHBIX JAaHHBIX O
JIECHBIX pyOKax (COBOKYITHOCTH KaJpOB, ITOJYYCHHBIX U3
KOCMHYECKHX CHHUMKOB) U Pa3MEUECHHBIX JaHHBIX (COBO-
KyIHOCTH MacOK KOHTYPOB JIECHBIX PYOOK IS Ka)JI0TO
Kazpa), 1J1s1 pa3paboTKu MOJIEITH IipeicTaBiicHa B [7]. B ka-
YeCTBE UCTOYHHMKA MH(OPMALIUH JUIsi 00yueHHUs] HEHPOHHOM
CeTHU UCIIOJIb30BasIach 0a3a JaHHBIX BBISBICHHBIX JECHBIX
py6ok Ha Teppuropun XMAO [1]. s kax ol u3BecT-
HOM JiecHOM pyOKM BhIOHMpanack mapa pasHOBPEMEHHBIX
KOCMHYECKUX CHUMKOB (JI0 ¥ ITOCJIE PYOKH), TIPEACTaBIIS-
FOIIIX CO0O0# opToTpaHc(hOPMUPOBAHHBIC N300PAKCHHUS C
armocdepHo Koppeknueit 10 crekTpaabHBIX KaHAJIOB C
pazpemrenrem 10 u 20 M.

Janee n300paskeHNs CO BCEX CIIEKTPAIBHBIX KaHAIOB
¢ pazpemerreM 20 M ¢ UCIIOTB30BAHUEM HEUPOCETEBOM
mozenu DeepSentinel-2 [16] npeobpa3oBbIBaAIKCH B U30-
Opa)keHUs! ¢ MPOCTPAHCTBEHHBIM paspericHuem 10 m. Ha
crenyromeM mare GopmMupoBauch 20-kaHaabHbBIC PacTPO-
BbIE M300paKeHHMs, KOTOPBIC BIOCIIEACTBUH Pa3pe3aliuch
Ha KaJIpbl pazMepoM 256 X 256 nukcenoB. TakuM oOpazom,
Ka)XIIbIi chOpMHUPOBAHHBIN KaJp copepxai B cedbe nHdop-
MaluIio O TEPPUTOPUH JIECHOTO y4yacTKa 10 pyOKHu H 1mocie

Hee. [Ipumep 20-kaHabHOTO Ka/1pa n3 Habopa oOyyarommx
JaHHBIX (20-KaHAJIBHBIX N300pa’keHW) MPEACTaBIeH Ha
puc. 1, tne m3obpaxenus 1—10 mpeacTaBiIstOT cO00# CrieK-
TpaJIbHBIE KaHAJIBI KOCMUYECKOTO CHUMKA, BBIIIOJIHEHHOTO
10 pyoku, m3obpaxenust 11-20 — nocne pyOku, n3oopa-
keHne 21 — Macka KOHTYPOB JICCHBIX PYOOK JJIs JaHHOU
napbl KOCMUYECKUX CHIMKOB.

B macrosmieli paboTe MCIIOIB30BaHBI MOCITA HEHPOH-
HBIX CETEH, KOTOpbIE MPUHUMAIOT HA BXOJ WM CIMHUIHOE,
nim nocienaoBatenbHOCTh RGB-m300paxkenuii. [1pu sTom
BBINOJIHEH aHAJIN3 KOCMUYECKHX CHUMKOB, IPEICTaBIIs-
fomux 20-kaHadbHbIe U300paKeHUs, TOITOMY BO3HUKIIA
HEOoOXOIMMOCTD B aJlalTalyy 0J0Ka BXOIHBIX JIAaHHBIX JJIsI
9THX MOJIEJIeH. ITO MO3BOJIMIIO 00ECTICUUTh BOBMOXKHOCTh
00pabOTKM MHOTOKaHAJIBHBIX CHUMKOB YKa3aHHOH pas-
MEpPHOCTH HEWPOCETEBBIMU apXUTEKTYPaMH, H3HAYAIbHO
NpeHa3HAYeHHBIMU JTsl paOOTHI ¢ TpexkaHaabHbIMA RGB-
n300paKCHUSAMHU.

I'paHuUIIBI BEKTOPHBIX KOHTYPOB N3BECTHBIX JIECHBIX PY-
00K 13 6a3bl TaHHBIX [ 1] KOHBEPTHPOBAIHCEH B PACTPOBHII
(opmar naHHBIX U JlaJlee TaKKe pa3pe3anch Ha Kapsbl
pasmepoM 256 X256 MHUKCETOB COOTBETCTBEHHO 2(0-KaHAIb-
HBIM KaJ[paM KOCMHUYECKHUX CHUMKOB. [IprmMep nzobpaxe-
HUSI MaCKM KOHTYPOB JIECHBIX pyOok s 20-KaHaIbHOTO
Kajipa mpenacTasiicH Ha puc. 1 (u3o0paxenue 21).

Jyist monroroBku Habopa 00yYAarOIIMX TAHHBIX UCTIONb-
30BaHO Oosiee 2700 map pa3HOBPEMEHHBIX KOCMHUYCCKHUX
CHUMKOB 3a jeTHuil nepuog 2017-2022 rr., u3 KOTOpPBIX
os110 chopmupoBano 6omnee 43 000 kaxpoB pazMepoM
256 x 256 mukcenoB. [lomydeHHBIN HAOOP KaapOB pase-
JIeH Ha 00y4arollyIo, BaJIMAALMOHHYIO U TECTOBYIO BEIOOD-
ki1, 006eMBbI KoTophix coctasman 40 000, 1000 n 2000 xas-
POB COOTBETCTBEHHO.

OO6yuaromas BeIOOpKa — HAOOP KaapoOB, HCIIONb3Ye-
MBIH /111 HACTPOIKHU MapaMeTpoB MOAETH. JTa BEIOOpKa
MPEeIOCTABIISIET MOJIEITH MH(OPMAIIHMIO O Pa3IUUHBIX BXO/I-
HBIX JJAHHBIX U COOTBETCTBYIOILUX UM IPABUIIbHBIX OTBE-
tax. HelipoHHas ceth 00padarbiBaeT 00yyaromye IpuMephbl
1 KOPPEKTHPYET CBOM BECa M ITapaMeTphl, YTOOBI YMEHb-
MIATH OMKMOKY NpejicKazaHus. BanunanuonHast BrIOOpKa
UCTIOJNIB3YETCS JJIsl OLCHKH MOJEIH 1 MOCIEAYIOMEH Kop-
PEKTHPOBKH BECOB BO BpeMsI O0yUCHUS, a TECTOBAsI — JISt
UTOTOBOH OIEHKH Ka4eCTBA MOJIEIIH.

B kauecTBe KpuTepUs [UIsl OLIEHKN TOYHOCTH Ka)a0u
00y4eHHO! MOJIeNT HEHPOHHOM CEeTH MPUMEHEHA METPHKA
F1, paccuntannas o popmyne [17]:

L 2 x TP
2 x TP + FN + FP’

rne TP (True Positive) — KoJIMYeCTBO KOHTYPOB JIECHBIX
pyOok (Momenb BepHO KiacCH(pHUIMPOBaIa KaK JIECHBIE
pyokmu); FP (False Positive) — KOTHYECTBO KOHTYpOB 00B-
€KTOB, HE ABJIAIOUINXCS JIECHBIMU PyOKaMu (MOJIEIb OIIN-
60uHO KIaccuuponana kak Jecusie pyokn); FN (False
Negative) — KOTH4eCTBO KOHTYPOB JIECHBIX PyOOK (MOZIETh
HE KJIaccu(pUIMpoBaia Kak JIECHbIE PYyOKN).
Vcnonp3oBanue meTpuku F1 oGycioBieHo TeM, 4To
OHa SIBJISIETCSI JIOCTATOYHO MH(OPMATHBHOM JJIsl CPABHEHUSI
KauecTBa pabOoThl Pa3IMUuHBIX HEHPOCETEBBIX MOJIENCH, 1
M03BOJISIET COATAHCHMPOBAHHO YUYNUTHIBATH TOYHOCTD M TI0JI-
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Puc. 1. O6pa3ser 20-kaHaIbHOTO Kaapa n3 Habopa 00y4arouX JaHHBIX 1 MACKH KOHTYPOB JIeCHBIX pyOok (1-10 — crekrpasibHbie
KaHaJIbl KOCMUYECKOTO CHUMKA, BBIMTOTHEHHOTO 10 pyOKH, 11-20 — crekTpanbHbIe KaHaIbl KOCMHYIECKOTO CHUMKA, BHITTOTHEHHOTO
ocie MosiBIEHNs pyOKku, 21 — Macka KOHTYpOB JIECHBIX PyOOK)

Fig. 1. Sample of 20-channel frame from training dataset and felling mask (1-10 — spectral channels of the satellite image made
before felling, 11-20 — spectral channels of the satellite image made after felling, 21 — felling mask)

HOTY CETMEHTAINU n300pakeHni. JlaHHas MeTprKa TakKe
HCToNB3yeTcs B padorax [2, 4, 6, 7, 10, 12] ans oneHkn
KayecTBa HEMPOCETEBBIX MOJICIICH.

B xone oOydeHus HepOCETEeBBIX MOJIENCH KpUTeprueM
OCTAaHOBKH TPCHUPOBKHU CIIYKHJIa TUHAMUKa 3HAYCHUU
¢dynkimu noreps (validation loss) Ha BaJinIaliMOHHON BbI-
6opke. [lanHas QyHKIMS OTpakaeT OMHMOKY MOJAEIH OT-
HOCHTEJIbHO MCTHHHBIX 3HAYEHUI 11eJIeBOI epeMEeHHOH.
OOyueHwe MpoIoKAIOCh JI0 TeX TI0p, IT0Ka HAOII0aI0Ch
TOCJIeI0BaTeNIbHOE CHIDKEHHE (DYHKIMH MOTeph. MOMEHT
OCTAHOBKHM TPEHHPOBKH OIIPECISIICS 110 Hadary KojeOa-

HUW WIN POCTY 3HaYCHUH (DYHKIMH NOTEPh HAa BaJIHUJalld-
oHHOHU BeIOOpKE. [y ymoOCTBa cpaBHEHHUS MOJENeH Ha
puc. 2 npeacrasiensl rpadukn meTpuku F1 go 15-i samoxu
00y4eHus, XOTS ONTUMANIbHBIC 3HAYCHUS TAaHHON METPUKH
JUTSL HEKOTOPBIX apXUTEKTYP JOCTUTATUCh HAaYMHAsA C 3-i
onoxu. s nanpHeue OUeHKU NPOU3BOIUTEIBHOCTH
MoyIeJiei BBIOUPAINCh COCTOSIHHSI, COOTBETCTBYIOIINE TIpe-
KPAaICHUIO CHIDKCHUS! (DYHKIMH ITOTEPh Ha BaJIMallMOH-
HOH BBIOOPKE IPH JTOCTHKEHUH MaKCUMaJIbHOTO 3HAYEHHS
Metpuku F1. Kak BugHOo u3 puc. 2, nis natu mojenei
3HaueHue MeTpuKu F1 m3aMeHsiercss B JOCTATOYHO Y3KOM
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Dnoxa

Puc. 2. 3aBucumocTn 3Ha4eHNi MeTpuku F1 s ucenemyeMbix
HEHPOCETEBBIX MOJICIICH OT KOJIMYECTBA AMOX 00yUCHHs
Fig. 2. Dependence of F1 metric values for the studied neural
network models vs. the number of training epochs

unrepsaie ot 0,75 no 0,9, a g momenu U-Net++ — B
LIMPOKOM AMaria3oHe 3HaueHuit or 0,3 1o 0,8.

[Toce oOy4ueHMs HMCCIeTyeMbBIX MOENeH MPOBEIeHO
WX CpaBHEHHE Ha TECTOBOH BHIOOpPKE C MCIOIH30BAHUEM
metpukn F1. [Tomyuens! cieyromne pe3yasTaTbl aHAIN3a
uccenyeMbIx Mozeneit [urs: SegFormer 3HaYEHIE METPHKH
0,767; Swin-UperNet — 0,712; 3D U-Net — 0,676; FPN-
ConvLSTM —0,675; MA-Net—0,475; U-Net++ — 0,409.
Buano, uto TpanchopmepHas HelipoHHas ceTb SegFormer
MoKa3aJjla HalIydIlIne pe3yasTaTsl. B To xke BpeMs Helpo-
cereBas mojens U-Net++, ycrnemHo ucnonabszyemast Jist
CErMCHTAINH JICCHBIX PYOOK IO 3UMHUM KOCMHYECKIM
CHUMKaM [7], IpOAeMOHCTPUPOBaja HAUXyIIIHHA Pe3yib-
TaT JUIA JEeTHUX CHUMKOB. PaccunTaHHBIE IO TECTOBOM
BBIOOpKE 3HaUeHHUS MeTpukH F1 yka3siBatoT Ha TO, 9TO 00-
ydeHHas HefipoHHas ceTh SegFormer, TeMOHCTpUpYTOIIas
MIPUEMJIEMYIO BEIMYUHY TOYHOCTH OOHAPYKEHUS JTECHBIX
PyOOK, MOXKET OBITh UCIIOJIB30BaHA B MPAKTUYECKHUX 3373~
yax JUIs ONEepPaTUBHOTO BBISBICHHS HOBBIX JIECHBIX PyOOK
T0 Nape JIETHUX Pa3HOBPEMEHHBIX KOCMHUUECKHUX CHUMKOB.

OOyueHHe KaXJI0H U3 PACCMOTPEHHBIX MOJICIICH Tpo-
BOAMJIOCH HAa MEPCOHATIBHOM KOMIBIOTEPE C 8-A€PHBIM
neHTpaibHbIM mporeccopom IntelCore 17-9800X ¢ Tak-
ToBOM yactoroil 3,8 [T, oneparuBHoil namstsio 48 I'b
u neyms Bugeokaptamu NVIDIA GeForce RTX 2080Ti ¢
11 I'b BuneonamMsTi B TeueHuu 48 4.

PaccmoTrpum Gosiee mogpoOHO apXUTEKTYPY MOJACITH
HelponHoit cetu SegFormer [14], ¢ mydmuM pe3yabTaroM
TI0 BBISIBIICHHIO JIECHBIX PYOOK IO JIESTHUM KOCMHUYECKUM
cHuUMKaM. SegFormer copep KUT Ba OCHOBHBIX MOAYJIS:
KOJIMPOBIIMKA U JieKoaupoBirka (puc. 3). Moayis Ko-
JUPOBIINKA COCTOUT M3 ITOCIIEJOBATEIHHOCTH YETHIPEX
6710K0B TpaHC(HOPMEPOB, KOTOPHIE BBISABISIOT IPHU3HAKH,
OTHOCSIIINECS] K NCKOMOMY OOBEKTY, B PACCMAaTPHBAEMOM
cirydae — K JecHoil pyOke. [lepsrrit 610k Tpanchopmepa
MO3BOJISICT BBISIBUTH NPU3HAKKU BBICOKOTO pa3peIeHus, a
MOCIEHUI — TMPU3HAKN HU3KOTO pa3pemieHusi, yTo IMo-
BbIIIaeT 3PPEKTUBHOCTh CEMAaHTHYECKOW CEerMEHTAIHH
N300paKEHHUSI.

Monynb 1eKOAUPOBIIMKA TOCIEI0BATEIBHO BINOJ-
HSIeT TPU OCHOBHBIX dTana. Ha stane 1 pasHOypoBHEBbIE
MIPU3HAKYU, IOITy4YEHHbIE OT KOAUPOBIIHKA, IPOXOIAT Yepes
YHAHUIHPYIONMH MHOTOCIONHBINA MepCenTPOH, KOTOPBIi
IpeaHa3HaueH /Ui peo0pa3oBaHus Pa3MEpHOCTH pas-
HOYPOBHEBBIX ITPU3HAKOB M3 KOJMPOBIIMKA. HarmoMHIM,
YTO MHOTOCJIOWHBIN MEPCENTPOH — THUIl UCKYCCTBEHHOMN
HEHPOHHOHU CETH, COCTOALIEH U3 BXOJHOTO CJIOs, OJHOTO
WJIN HECKOJIBKUX CKPBITHIX CIIOEB M BBIXOAHOTO CJIOSI, T/E
Ka</1bIil HEPOH OZHOTO CJIOSI CBSA3aH CO BCEMU HEHPOHAMU
crnemyroiero cinos. Ha stame 2 npu3Haky yBeINYUBAIOTCS
B Pa3MEpHOCTH U 00bequHsIOTCs B Ky0. Ha arame 3 pe-
3yJABTHPYIOIIUH MHOTOCIIOWHBIN TIepcenTpoH 00benHSIET
MPU3HAKHU, HAXOISIINECs] B KyOe JaHHBIX, ITOJIyYeHHBIC
Ha 9Tare 2, ¥ Ha OCHOBE 00bEIMHEHHBIX NPU3HAKOB (op-
MHUpYETCs CJIOH ¢ MackoW MCKOMOTO OOBEKTa, T. €. IPH-
MEHHTEIBHO K MOCTABICHHON 3a/a4e — MacKOH HOBBIX
BBISIBJICHHBIX PYOOK.

B pamkax maHHOTO MCCIEIOBaHUS TPOBENICH YKCIIEPH-
MEHT 110 CPaBHEHHIO PE3yIbTaTOB paboThl 00yUeHHOM Hel-
pocereBoii Monenu SegFormer ¥ TpaaUIMOHHOTO METO/IA
BU3YaJILHOTO JCIIH(PPUPOBAHUS IS BBISBICHHS HOBBIX
JIECHBIX PYOOK IO Tape IOJIHOPa3MEPHBIX Pa3HOBPEMEH-
HBIX KOCMHUYECKUX CHUMKOB. J[JIs1 aKcriepuMeHTa ObuIH
BBIOpAHBI JIBE Mapbl CHUMKOB Ha TEPPUTOPUH TLIOMIAIBIO
10 000 kM2 kaxiasi, He UCTIOIBL30BABLINECS TP 00y ICHUH
Mozenu. B xone skcriepuMeHTa J1Ba ClieUalnucTa He3aBU-
CHUMO JIpYT OT JpyTa BBISABJISUIN HOBBIC JICCHBIC PyOKH Ha
Ka)KJI0H TTape CHIMKOB, TIEPBBII — C ITOMOIIIBI0 O0yICHHOMH
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Puc. 3. Apxutektypa TpaHcpopMepHOit HelipoHHOU ceTn SegFormer
Fig. 3. Architecture of the SegFormer transformer neural network
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Mozenu SegFormer, BTopoit — TpaJMIIMOHHBIM CIIOCOOOM
BU3YaJILHOTO JemH()pUpoBaHus.

Ha cnenyromeM sTane skcriepuMeHTa HE3aBUCUMBIIH
9KCIIEPT MPOBEII CPABHEHHE PEe3yJILTaTOB paboThl Helpoce-
TEBOI MOJIENT ¥ METO/Ia BU3YaJIbHOTO IemH(pupoBaHus.
CyMMapHO B X0/I€ 9KCIIEpUMEHTA Noy4yeHo 219 yHuKanb-
HBIX MOJINTOHOB, U3 HUX 70 MOJIUTOHOB HAMIEHBI KaK C
HCIIOJIb30BAaHUEM MOJIENIH, TaK ¥ TPAJAULINOHHBIM BHU3Y-
aJIBHBIM CIIOCOOOM, M AEHCTBUTEIBHO SBJISUTHCH HOBBIMU
JIECHBIMH pyOKamu. Mozens cMora 00HapyKUTh 6 pyOoK,
MPONYIIEHHBIX BU3yaTbHBIM CIIOCOOOM, B TO e BpeMs
CTEIMAIMCT BU3YAJILHBIM CIIOCOOOM BBISIBIII 29 pyOOK, He
HaMICHHBIX MOJIEIIBI0. MOJIeNb TaKkKe OMIMO0YHO MTPUHSIIA
3a pyOku 114 nmonuroHoB, BeAENSs 00J1aKa U TEHH OT HUX
WM JIpyTHE JIECHBIE YYacTKH, HE COAEpIKalie pyooK.

XoTs Mo pe3ynbraTaM NPOBEAEHHOTO HKCHEPUMEHTA
MOJIEJb 1 TI0Ka3ajia MEHBIIYI0 TOYHOCTb, YeM IpH 00yde-
HUH, B OCHOBHOM 32 CYET OOJIBIIIOTO KOJIMUYECTBA JIOKHBIX
cpabaTbsIBaHUH, BpeMsi 00paObOTKH OHOH IMapbl CHUMKOB C
HCIONb30BaHUEM MOJEIH COCTABUIIO OKOJIO 15 MHH, B TO
BpeMsI KaK CIICIHUANUCTY Ul BU3YaJbHOTO Jlemuppupo-
BaHMS moTpeboBanock 6omnee 4 4. [IpoBeneHHbIN dKCTIe-
PUMEHT IPOJAEMOHCTPHUPOBAJ IEPCIEKTUBHOCTE MCITONIb-
30BaHMs TPAaHCPOPMEPHBIX HEHPOCETEBBIX MOJCIEH s
ABTOMaTH3allMH MPOLECCOB JCIUPPUPOBAHUS KOCMHYE-
CKHMX CHHMKOB ITPEXJIE BCEro 32 CUET CKOPOCTH 00paboTKM
JAHHBIX, YTO SIBISIETCS HECOMHEHHBIM NPEUMYIIECTBOM
IIpY aHaJU3€ JAAHHBIX AUCTAHIMOHHOTO 30HAMPOBAHUS
3eMi Ha TakWe OOLIMPHBIC TEPPUTOPHUHN KaK, HaIpuMep,
XMAO.
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3akJ/iouenne

B pabote npencraieHbl pe3yinbTraTbl CPAaBHUTEILHOTO
aHaM3a TOYHOCTU U 3P(HEKTUBHOCTH CBEPTOYHBIX U TPAHC-
(hopMepHBIX HelipoceTeBBIX Moeeit I KapTorpadupo-
BaHMS JIECHBIX PYOOK IO JIETHUM KOCMHYECKHM CHHMKaM
Sentinel-2 Ha mpuMepe TeppuTOpru XaHTHI-MaHCHHCKOTO
ABTOHOMHOTO OKpyra. Pe3yipTaTsl HccieJoBaHus TMOKa-
3a5d, 9TO TpaHchopMepHas HelpoHHas ceTh SegFormer
MPOJIEMOHCTPUPOBAIA HAWTYUIIINE TTOKA3aTEId TOUHOCTH
BBISIBJICHHS JIECHBIX PYyOOK 1O CPaBHEHUIO C IPYTUMH pac-
CMOTPEHHBIMH MOJCIIAMU.

DKCHEPUMEHT 110 CpaBHEHUIO 3(H(PEKTUBHOCTH MOJIe-
mu SegFormer u TpaJAIIMOHHOTO METO/a BU3YaIbHOTO
JnemnGpupoBaHusl KOCMUYECKUX CHUMKOB ITOJITBEPINI
MEPCIIEKTUBHOCTH UCIIONB30BAHUS HEHPOCETEBBIX METO/IOB
JUIsl aBTOMATHU3alny TPOIECCOB KapTorpapupoBaHus pas-
JMYHBIX 00BEKTOB, HAIIPUMEP, JIECHBIX pyOok. HecmoTps
Ha TO, YTO Ha TEKyIIeM 3tare Mozens SegFormer ycrynaer
TPAANUIIOHHBIM METOAAM JEeIH(PUPOBAHHS TT0 TOUHOCTH,
OHA 3HAYUTEIHHO IPEBOCXOANT UX IO CKOPOCTH aHAIN3a
KOCMHUYECKHX CHUMKOB, UTO SBJISETCSI BaXKHBIM MOKa3arTe-
JIeM JUIsl 9KOJIOTHUECKOTO KOHTPOJISI OOIIUPHBIX TEPPHUTO-
pUii JIECHBIX PETMOHOB, TAKUX KaK XaHTbl-MaHCUHCKUI
ABTOHOMHBIN OKPYT.

Jlnist panpHeiero NoBbIIeHUsI TOYHOCTH HelpoceTe-
BOI MOJIeJIN HEOOXOIUMO ITPOBEJICHHUE JIOTIOJHUTEIBHBIX
HCCIIEI0OBaHUI, HAITPABJICHHbBIX HA PACIIUPEHNUE 00beMa U
yAydllIeHne KadecTBa oOydaroniel BHIOOPKH, BKITIOUCHNE
B Hee Oosiee pa3HOOOPA3HBIX MPUMEPOB JIECHBIX PyOOK.
Tax:ke BO3MOXKHO HCCIIEZIOBATH BIMSAHIE KaJPOB, COZIEpPIKa-
MX o0JlaKa, TEHH OT O0JIAKOB U IPyTHE OOBEKTHI, KOTOPHIE
MOTYT OBITh OIINO0YHO KJIACCH(DUITPOBAHBI MOJIENBIO KaK
PyOKH, Ha Ka4ecTBO pabOTHI HEHPOCETEBOW MOEITH.
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AHHOTAIUA

BBenenne. AKTuBHOE pa3BuTHE HU(PPOBBIX TEXHOJIOTHI, TEXHOJIOINH UHTEPHETA BElICH, BUPTYaIbHbBIX HUCIIBITAHUI
TpeOyIOT yBean4eHUs 00beMOB cOOMpaeMoil U HCIONb3yeMOi HH(OPMAaLUK, KOTOpask pa3MEIaeTCsl B CHCTEMax
xpanenus gaHHbIX (CX/1). CTpeMutenbHbIi pocT 00beMa JaHHBIX BEACT K yKecTodeHHto TpedoBannii k CX /1, Hanprmep,
OCHOBHOTO MX HHMX — IOBBIIICHHE HAAEKHOCTU XpaHEHHUs O0IbIInXx 00beMoB nHpopMamu. JlanHoe TpeboBanue
IpejnoaraeT HeoOXOAUMOCTb OLICHKH HaJexkHOCTH obopynoBanus CXJI. Jlyist aTux neneit TpeOyercst OIeHKa TaKuX
rokaszaresel HaJle)KHOCTH KaK BEePOSTHOCTb 0€30TKa3HOW paboThl, BEPOSTHOCTh OTKa30B, CPEAHUN OCTATOYHBIN
pecypc, raMMa-IPOLEHTHBIN pecypc. TpaauIOHHO NOKa3aTely HaJJeKHOCTH OLIEHHBAIOTCS IIPH AKCIOHEHIIHAILHOM
pacrpeieiCHHH BpeMeHH 0TKa3a. B peanbHOU cuTyanuu BRIOOPKH BpeMeHH 0TKa30B obopymoBaHus CX]I ABIsOTCS
MaJIbIMH, 110 KOTOPbIM HEBO3MOXKHO OJJHO3HAYHO WICHTU(UIIMPOBATH HCXOAHOE pacnpeeienue. B pabore npennoxena
MOJIEIb OIIEHKHU MOKa3aTerne Haae)KHOCTH KaK FaMMa-MPOIEHTHBIN OCTATOYHBIH PECYPC B YCIOBUSIX HEMOIHBIX JAHHBIX,
TIPE/ICTABICHHBIX MaJIBIMU BHIOOPKAMH CITyJalHBIX BEJIMYHH BPEMEHH 0€30TKa3HOH paboTel obopynoBanus. Hayunas
HOBH3HA PabOTHI COCTOMT B MOJIyYEHUH OOIIETO PEIICHHS 3a1a91 ONIpe/IeTIeHHs FTapaHTHPOBAHHOTO FAMMa-IIPOIIEHTHOTO
OCTaTOYHOTO pecypca 000pyIOBAHNUS B YCIOBHUSX HEMOIHBIX JAHHBIX, IPE/ICTAaBICHHON MaJIbIMK BEIOOpPKaMHU HapabOTOK
110 oTKa3a obopynosanus. Meroa. Maremaruueckas (popMaIu3aiys 3a1a4u OLEHKH TaMMa-IPOIIEHTHOTO OCTaTOYHOTO
pecypca obopynoBanust CX/I B yCIIOBHSIX HETIOJIHBIX JAHHBIX, IPEACTABICHHBIX MaJIbIMU BEIOOPKAMH, BBIITOIHEHA B BUJIE
MOJIEJIM CTOXaCTUUECKOIo ypaBHEeHUs. PerieHreM ypaBHeHUs ABJISIETCS TapaHTUPOBAHHAs (HYDKHSS, BEPXHSIsL) OLCHKA
raMMa-IPOLEHTHOTO0 OCTATOYHOTO pecypca odopynoBanus. OcHOBHbIE pe3yJbTaThl. [Ipe/uiokeHa MOeIb OLEHKU
raMMa-IpoLEHTHOTO OCTaTOUYHOro pecypca obopynosanus CXJ| B ycloBUsAX HEMONHBIX JaHHBIX. Pemiena B obmem
Clydae 3a7ada HaXOX/JICHHs FapaHTHPOBAHHBIX (HIJKHUX U BEPXHMX) OIEHOK TaMMa-TIPOLIEHTHOTO OCTAaTOYHOTO pecypca
000py/10BaHUS Ha MHOXECTBE (DYHKIUIT pactpeeneHus BpeMeH! 0e30TKa3HOi paboThl 000pYI0BaHUS C 3aJaHHBIMU
MOMEHTAMH, PABHBIMHU BEIOOPOYHBIM MOMEHTAM, ONIPEASIIIEMBIM 10 MaJIbIM BeIOOpKaM. [Ipu 1ByX MOMeHTax BpeMeHN
0e30TKa3HON PabOTHI 000PYIOBAHYS TTOIYUYEHBI aHAINTHYECKIE COOTHOIICHUS ISl OIIPE/IeNICHHUs TaMMa-IIPOLIEHTHOTO
0CTaTOYHOro pecypca. PaboTocrnocoOHOCTh MOJETH TPOJAEMOHCTPUPOBAHA HA IIPUMEpPE ONpPEIeIICHUS] HIKHEH
rapaHTUPOBAHHON OLICHKU raMMa-IPOLEHTHOIO OCTaTOYHOro pecypca monenu auckosoro maccusa HP EVA P6500.
Oo6cysxnenne. [lonyueHnsie pe3yabTaThl MOTYT OBITh MCIOJIB30BAaHBI CHIELUATNCTAMU TIPH OILIEHKE U ONTHMHU3AINU
raMMa-IIpoIeHTHOTO OCTATOYHOTO pecypca odopyroBanus CX /1.
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Abstract

The active development of digital technologies, Internet of Things technologies, and virtual tests requires an increase in
the volume of information collected and used, which is placed in data storage systems. The rapid growth of data volume
leads to stricter requirements for storage. One of the main requirements for storage is to increase the reliability of storing
large amounts of information. This implies the need to assess the reliability of storage equipment. For these purposes, it
is necessary to evaluate such reliability indicators as the probability of failure-free operation, the probability of failures,
the average residual resource, and the gamma percent resource. Traditionally, reliability indicators are evaluated with an
exponential distribution of failure time. In a real situation, the samples of failure times of storage equipment are small,
for which it is impossible to uniquely identify the initial distribution. In this article, a model is proposed for evaluating
reliability indicators as a gamma percent residual resource in conditions of incomplete data presented by small samples
of random variables of equipment uptime. The scientific novelty of the presented work consists in obtaining a general
solution to the problem of determining the guaranteed gamma percent residual life of equipment in conditions of
incomplete data presented by small samples of developments before equipment failure. The mathematical formalization
of the problem of estimating the gamma percent residual life of storage equipment in conditions of incomplete data
presented by small samples is performed in the form of a stochastic equation model, the solution of which is a guaranteed
(lower, upper) estimate of the gamma percent residual life of equipment. A model for estimating the gamma percent
residual life of storage equipment in conditions of incomplete data is presented. In the general case, the problem of
finding guaranteed (lower and upper) estimates of the gamma percent residual life of equipment on a set of functions
for the distribution of uptime of equipment with specified moments equal to sample moments determined from small
samples is solved. At two points in the uptime of the equipment, analytical ratios were obtained to determine the gamma
percent residual life. The performance of the model is demonstrated by the example of determining the lower guaranteed
estimate of the gamma percent residual resource of the HP EVA P6500 disk array model. The results obtained can be
used by specialists in evaluating and optimizing the gamma percent residual life of storage equipment.
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BBenenue

B nacrosiiee Bpemst HaOII0gaeTCSI CTPEMHUTENBHBIN
pocT oO0beMa JIaHHBIX, HCIIOJIb3YEeMbIX B HH(pOpMAIIH-
OHHBIX cucTemax. CornmacHo aokinany MexayHaponHOU
Kopriopanyu aaHHbeiX B 2019 rogy TOT 00beM COCTaBIISIT
npumepHo 45 3errabaiit, a B 2025 — 175 3errabaiital
[1, 2]. O dexTnBHOE XpaHEeHNE TAKUX OOJIBIINX 0OBEMOB
nH(OpMaNK BBIIBUTAET )KECTKUE TPEOOBAHMS K CHCTEMaM
xpaneHus gaHHbIx (CX/]).

CX1 (mnu auckoBasi MOCHCTEMAa) — COBOKYITHOCTB
CTHENNATU3UPOBAHHOTO 000PYAOBaHHS M IPOTPAMMHOTO
obecrieueHns, KOTOpas IpeAHa3HaueHa Il XPaHEeHUs U
nepegadn 0oyibmux MaccuBoB mHpopmaruu. CX]I obe-
CIIEYMBACT BO3MOXKHOCTh OPraHU3alluy XPaHEHUs] U BBO-
Jla-BbIBO/IA JTAHHBIX 32 CYET MCIIOJIb30BAHMS JTUCKOBBIX
TUTOIA0K, XapaKTEePU3yeMbIX [3] ONTHMAaIbHBIM pacmpe-
JICTICHUEM PECYPCOB.

11 serrabaiit pasen 10° Tepabaiir

XapaxktepHbsIM npezactrasutenem CXJI naHHoro kiac-
ca SABIIIOTCS JUCKOBBIC MaccuBbl RAID? (M30bITOUHBII
MacCUB HE3aBUCHMBIX JMCKOB), COCTOSIIHE U3 /1 TUCKOB,
YCTOMUUBBIX K OTKa3aM /10 § — | TUCKOB M OTKA3bIBAIOLINX
BMECTe C OTepei BCeX AaHHbIX IIPU OTKa3e s 1 Ooree anc-
KOB [4], 1 TpeOytolye nepeco3iaHts MacCHBa «C HYJIS» U
BOCCTaHOBJICHNUS TAHHBIX U3 PE3EPBHOMN KOTHH.

OnauM 13 0OCHOBHBIX TpeboBanmit k CX/1, Hapsay ¢ mo-
Ka3aTeIsIMU, XapaKTepU3YIOIUMI CKOPOCTh BBOA-BBIBOJA
JAHHBIX ¥ BPEMEHEM, HEOOXOIMMBIM JIJIs1 BOCCTAHOBIICHUS
nocine c6os, ABIACTCS HAICKHOCTh XpaHEHHs. B cBs3M ¢
9THUM M3YYEHHIO BOIIPOCOB AKOHOMHUUECKH 3(PPEKTUBHOIO
obecrieueHust TpeOyeMOro ypoBHS Ha/Ie)KHOCTH (DYHKIIHU-
onnpoBanus odopynoBanust CXJI mocssieH nenbiid psig
pabot [4-24]. B [5—13] uzy4eHbl 6a30BbIC METOMOJIOTH-
yecKkue mpobieMer obecrieueHus HagexxHoctu CX 1, B Tom

2 RAID (Redundant Array of Independent Disks) — sto
METOJl BUPTyalu3aunu («M30bITOYHBI MACCHB HE3aBUCHMBIX
IuCcKoBY). IIpeacTaBiseT co00i TEXHOIOIHIO, TTO3BOJSIOLIYIO
00BEIMHATH HECKOJIBKO JMCKOB B SMHBII JTOTHIECKAH TOM — C
YIY9IIEHHBIMH TTapaMeTpaMH.
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qHCJIe METOJbl TOCTPOEHHUS BHICOKOHAJCKHBIX, OTKA30-
yctoiuuBbix CX/I.

B Gonbmiom KonmdecTBe MUCCIEIOBAHHM TSI OLCHKH
TIoKazaTesel HaJeKHOCTH UCIIOIb30BaH MaTeMaTH4eCKuit
ammapar MOACITUPOBAHUS HA OCHOBE NMPUMEHCHUS IeTeit
MapkoBa. JlaHHbIA MaTeMaTUUECKHUI anmapar AaeT BO3-
MOJKHOCTB OIICHKH IIEJIOTO psifa MoKasaTesel, Xxapakre-
pusyromux HangexkHocTs CXJI, BKITIOUast cpeqHee Bpems
HapaOOTKHM Ha OTKa3 U BOCCTAHOBIICHHS, KOAPPUIINEHT
rotoBHOCTU. Hammpumep, B pabote [4] paccMmoTpeH «HAOOD
COCTOSIHUM Kaxaoro ¢parmMenta gaHHbix. CoctosiHue 0
Oy/IeT COOTBETCTBOBATh HEMOBPEKICHHOMY KOPTEXY U3
JUCKOBBIX 0s10k0B. OTKAa3 qucKa OyIeT MPUBOAUTH K Iepe-
XOJly U3 COCTOsIHUSA I B cocTosiHue [ + 1. BoccTanoBnenue
YTPaueHHOTO JAMCKOBOTO OJ0Ka OyfeT COOTBETCTBOBAThH
Nepexoay U3 cocTosiHUsA i B cocrosHue i — 1. [lepexon B
COCTOSIHUE C HHICKCOM 71 — k + 1 OymeT o3Hauate HeoOpa-
TUMYIO TTOTEPIO NaHHBIX. Takue COCTOSHUS Ha3BIBAIOTCS
TTOTIIONIAFOIIIUMH, TIOCKOJIBKY, OTHAK/IBI TIOTIAB B HETO, CH-
CTeMa ocTaeTcs B HeM HaBceraa. [[0CKONbKyY BEepOSTHOCTH
repexo/ia MeKIy COCTOSTHUSME B TaKOH MOJICITH HE 3aBUCAT
OT TIPEIBICTOPUH, TO TaKasi CHCTEMa SIBIISETCS KJIacCHYe-
CKOM Lenbro MapkoBa ¢ HEIIPEPBIBHBIM BPEMEHEMY.

[Tomyuennas CXJ[ onuchIBaeTCS ¢ MOMOIIBIO CHUCTE-
MBI ypaBHeHui Koamoroposa, B KOTOPOIl MCIOIB3YIOT-
cs uHTeHcuBHOCTH nepexona CXJ[ U3 HEKOTOPOTO i-To
coCTOsIHUS B j-€ cocTostHue. [Ipu 3ToM mpesmnonaraercs,
YTO JaHHbIE HHTEHCHBHOCTH M3BECTHBI. B cBs3M C Tem,
YTO KOJIMYECTBO JUCKOB B CX/I BEMMKO, TO M KOIMYECTBO
COCTOSIHH B cucTeMe ypaBHeHUI Kommoroposa takxxke
SKCIIOHEHIHANBHO pacTeT. [Ipu 3Tom B [4] mpenioxeH
«METOJI HAXOXKJICHUS MPUONIKEHHO aCHUMIITOTHYECKOTO
pelIeHns T CITydast, KOTa CpeaHee BpeMst MEKAY JHCKO-
BBIMH OTKa3aMH MHOTO OOJIbIIIe BPEeMEHH BOCCTAaHOBICHHUS
MocJie 0TKa3za». DTOT METOA TakXKe MpeJroaraeT Hajlu-
YHe MoJHOH MH(OpMaIK 00 MHTEHCUBHOCTSX Mepexo/ia
CHCTEMBI.

B paborax [14—16] ucronb30BaHbl Pe3yibTaThl padOT
[17, 18] u paccMOTpeHbI HECKOJIBKO CIEUHUAIU3UPOBAH-
HBIX Mozenel otkazoyctoiuusoir CX/I. MccnenoBarenu
HCXOJISIT M3 MPEJIIOJIOKEHHS, YTO OTKAa30yCTOHYMBBIN Mac-
CHB JTaHHBIX COCTOUT M3 MHOXKECTBA DJIIEMEHTOB C HJICH-
TUYHBIMA XapaKTePUCTUKAMU, TIPU STOM OH OCTaeTCs pa-
60TOCTIOCOOHBIM TIPH OTKa3ze He Oojee s — | eMEeHTOB.
Taxke moyararoTcsi U3BECTHBIMU WHTEHCHBHOCTH TIepe-
XO0JIa 0TKA30yCTOIYMBOTO MAaCCHBA TaHHBIX M3 COCTOSHUS
j=0...s—1 B cnenyromiee coctosiHue j + 1, BCieacTBUE
c00s1 QyHKIIHOHUPOBAHUS OYEPEAHOrO AieMeHTa. Kpome
TOTO, TaKXe I0JaratoTcsi M3BECTHBIMH MHTEHCUBHOCTHU
nepexozaa U3 paboTocrnocoOHBIX COCTOSHUN OTKa30yCTOM-
YUBOT'O MAacCHBa JIaHHBIX OJJHOMOMCHTHO B aBapuiiHOE
COCTOSIHUE S 110 MPUYMHE KPUTUYECKOH OIIMOKN CHCTEMBI
ympasieHus MmaccuBoMm. [lanee B padorax [14—16] ucnosns-
30BaHa CHUCTeMa ypaBHeHHI Kommoroposa, U3 KOTOpOii ¢
TTOMOIIBIO TIPEATIOKECHHON PEKYPPEHTHON CXEMBI BBIYHC-
JICHWH TIOTy9eHBI COOTBETCTBYIOIINE ITOKA3aTeIIH HaIexK-
noctn CXJI. [IpuBeneHs! mpuMeps! OICHKH MoKa3aTenei
HAaJeKHOCTH U JUCKOBBIX MAaCCHBOB C YepelOBAaHUEM
nanHbix RAID-0, RAID-5 u RAID-6. Otmetum, 4To B
[14-16] mpearnoaokeHo, YTO U3BECTHA MOJHAsT HH(pOpMa-
1Hst 00 MHTEHCHBHOCTSIX ITEPEXO/I0B.

B [19] pa3sBuBatorcst uneu pador [14-16, 20-22] u
pa3paboTaHbl MOIEITH HaJIS)KHOCTH Ha OCHOBE YPaBHEHUH
Koxmoroposa nns maccuBoB auckoB RAID-5, RAID-6,
RAID-10.

BxonHbIMu mapameTpaMu Mojiesel Ha/Ie)KHOCTH SIBIIS-
eTCsI TPYyIIIa MapaMeTpoB, XapaKTepH3yIOmias HHTCHCHB-
HocTh RAID: oTka3oB nuckoB B RAID-maccuBe (onuHa-
KOBa JJIsl BCEX JMCKOB), PETEHEPANK JAHHBIX JUIS IUCKA B
RAID-maccuBe, omnbok urenus aucka B RAID-maccuse,
omHOOK yHPaBIAIONEro MPOrPaMMHOTO 00eCTICUeHHS,
MTOJIHOTO BOCCTAHOBIIGHUS CHCTEMBI U3 aBapUHHOTO CO-
CTOsIHUS. BBIXOIHBIMY IIapaMeTpamMu MOJEIICH SIBIISIOTCS:
cpeHee BpeMs HapaObOTKK Ha 0TKa3, K03 (UIIUEHT rOTOB-
HOCTH, CpeJTHee BPeMsl BOCCTAHOBIICHHUS.

B paGorax [23, 24] oneHnBaHNE XapaKTEPUCTUK Ha-
nexnoctd CX/1 BBITOIHEHO ¢ y4eTOM TUIIMYHOTO Mpoduiist
¢ynkunonnposanust CXJI, BKIroyasi Takue 1Moka3aTeiy,
KaK COOTHOIICHHE OTIepalfii BBO/Ia M BBIBOJA JaHHBIX,
MOCJIEIOBATEIbHOTO MIIN CIYYaifHOTO PeXHUMa OTepalui
BBOJIa/BBIBOIA JAHHBIX, Pa3MepOB MH()OPMAIIMOHHOTO
011oka maHHBIX, 00BbEeMa MPOBOIMUMEBIX ONEpanuii BBOJA
1 BbIBoJa. OCOOEHHOCTH YKa3aHHBIX MPOQUIEH YUTEHBI
B MOJICNU 3a CUET YKa3aHWs BEIMYUH KOIPPHUINESHTOB y
COOTBETCTBYIOIINX MHTEHCUBHOCTEHN mepexonoB CXJI u3
OTHOT'O COCTOSHUSA B IPYTro€ niin MHTEHCUBHOCTEH IMOTOKA
00CITyKEHHBIX 3as5BOK Ha BBOJI/BBIBOJI JaHHBIX.

B [11, 25] paccMOTpeHBI BOIPOCH! aHAIN3a U ONTUMU-
3alU¥ TOTOBHOCTU KOMIBIOTEPHON CUCTEMBI C YUETOM €€
CTPYKTYPBI, B KOTOPOH Y3JIbI SBJISIFOTCS TyOIMPOBAaHHBIMH
KOMITBIOTEPHBIMHU cHcTeMaMHu. [Ipon3BeieH aHaIm3 roToB-
HOCTH KOMITBIOTEPHOH CHCTEMBI K BBITTOJIHEHHIO 3aIIPOCOB
C TIOMOIIIBI0 MapKOBCKHX MOJIENIEH ¢ M3BECTHBIMU WHTEH-
CHUBHOCTSIMH TIEPEXOJIOB.

B paGore [26] ananu3upyercs HHPOPMAIUOHHAS CH-
cTeMa C KOHTEHHEpPHOU BUpTyalu3alueil, Moiesib KOTOpOon
MpeJ/ICTaBIeHa MHOTOKaHAIBHOM CHCTEMO MaccoBOTo 00-
CITY’KMBaHMsI C HEOIPAaHUUYEHHOM 0Yepe/bI0, BXOAHOM IMOTOK
paccMarpuBaeTCsl Kak MpOCTEHIINN ¢ 9KCTIOHEHITHATbHOM
opraHm3ayell 00CITy>)KUBaHMsL.

B[4, 11, 14-26] npeanoiaoxKeHo, YTO U3BECTHA MOJIHAS
nH(popManus 00 HHTEHCUBHOCTAX nepexonoB CX/I u3
HEKOTOPOTO i-TO COCTOSIHHSI B HEKOTOPOE j-€ COCTOSHUE,
YTO HE COBCEM COOTBETCTBYET pealibHOM cuTyauuu. B pa-
6ote [22] mpu aHanm3e Hage)kHOCTH 0bopymoBanns CX/]
MIPUBECHBI CTATUCTUYECKUE JJaHHBIE 00 OTKa3ax M cOosX
obopynoBanus (auckoBbIX MaccuBoB): HP XP24000, HP
EVA P6500, HP EVA P6350, IBM STORWIZE V7000
3a 2014-2018 T, KOMUYECTBO OTKA30B KOTOPHIX COCTaB-
JI€T HECKOJIbKO €IMHHI] Ha HECKOJIBKO COTEH AMCKOB.
Hanpuwmep, B Monenu auckooro maccusa HP XP24000,
cocrosinero u3 312 nuckos B 2018 1. ObUTO BCETo YETHI-
pe OTKa3a JMCKOB. DTO TOBOPHUT O TOM, YTO MH(OpMALUL
00 oTkazax obopynoBanus CX]/l mpencraBieHa MajIbIMH
BBIOOPKAMH, TIO KOTOPBIM HEJb3sI OIICHUTH JI0CTOBEPHO
MHTEHCUBHOCTH NIEPEXO/I0B JuIsl ypaBHeHHI Koimoroposa.

Kpowme ToT0, ClIeyeT OTMETHTB, YTO TIOKAa3aTeIH J0JI-
roeuHoct CX]I B M3BECTHBIX paboTax MPaKTHUECKU HE
paccmarpuBanuch. B [19] mpeanoxkeHo cOOTHOIIEHUE TSt
cpennero pecypca CX/I mpu ycloBUH, YTO pacupesere-
Hue Hapaborku obopynoBanus CXJI mo orkaza (wim ee
SHGMCHTOB) SABJIACTCA 3KCIIOHCHIIMAJIbHBIM, C U3BCCTHBIMU
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rnapaMeTpaMy ¥ U3BECTEH KOA(QQHUIMEHT 3araca yCTou-
YHBOCTH TI0 pecypcy 3anucH (cuutbiBanus). [Ipu aTom 06
OCTaTOYHOM CPEJIHEM PECypCe TOJIIBKO YIIOMUHAETCS, XOTS
9TOT Pecypc SIBISIETCS JOCTATOYHO BaYKHBIM, B YaCTHOCTH,
JUI IPUHATHS peleHnit o 3ameHe nemeHToB CX/I.

Lenp HacTosIIIEeH pabOTHI COCTOUT B OTIPECICHNH Ta-
KOTO TmoKkazarens goiaroBednoctn CXJl kak ramMma-1mpo-
LIEHTHBIH OCTATOYHBIH pECypc B YCIOBHSX HEMOIHBIX
JAaHHBIX, TIPEJCTABICHHBIX MaJON BEIOOPKONH BpEeMEHHU
6e30TKa3HOM paboThl obopynoBarus CX/I.

IMocTanoBka 3aga4u

[Ipu rccnemoBaHUU TPOIECCOB (PYHKIIMOHUPOBAHUS
CX]1 BO3HHKAET HEOOXOIUMOCTh B OIICHKE X JIOJTOBEY-
HocTh. OT[EHKY JONTOBEYHOCTH WH()OPMAITMOHHBIX CH-
cTeM, B TOM gmrcie u obopymoBanust CX/[ 1 X >JIeMEHTOB,
MIPOBOAAT C IOMOIIBIO TIOKA3aTeIel 0CTaTOYHOTO pecypcea.
Kak mpaBuiio, HCIIONMB3YIOT TaKUE MTOKA3ATENN KaK CPeTHUI
OCTaTOYHBIN pecypc M raMma-IpoUEHTHBIN OCTATOYHbBIN
pecypc [27]. Hns cucteM, o KOTOPBIM UMEETCS JOCTa-
TOYHAsI CTATHCTHYCCKAsi HHPOPMAIIHsI O MpoIeccax uX
(YHKIIMOHHPOBAHMS, MPEICTABICHHAS HApaOOTKaMH 10
0TKa3a, M0 KOTOPBIM MOXXHO OJHO3HAYHO UICHTUDHUIU-
pOBaTh HCXOTHOE paCIpeaeiICHIE BPeMEHU HapaOOTKH 110
0TKa3a, 3aJ71a9a OIEHKH MTOKa3aTelIel 0CTaTOYHOTO pecypca
JIOCTATOYHO UCCIIeNOBaHa B psae pador [27-31].

lapanTHpOBaHHBIC OIEHKH CPEIHETO OCTATOYHOTO
pecypca (a Takke TapaHTHPOBAHHBIC OIEHKH BBICIITHX
MOMEHTOB OCTAaTOYHOTO pecypca) TeXHUUECKOU CHUCTe-
MBI TIpY HEMOJHOW MH(OpMaIK 00 UCXOIHBIX pacrpe-
JACJIICHUAX BPpCMECHU Hapa6OTKI/I Ha OTKa3 NpcCACTaBJICHbI
B pabote [31], rapaHTUPOBAHHBIC OLIEHKU OCTATOYHOTO
CPEIIHEer0 BPEMEHHU Pa3BHUTHsI YPEC3BBIYAHHON CUTyaIMU
KaK OCTaTOYHOTO Pecypca HEKOTOPOH CHCTEMBI ITOJTyYCHBI
B pabore [32].

ITycth x — Bpemst 6€30TKa3HOTO ()YHKIIMOHUPOBAHUS
obopymoBanust CX/I, Hanpumep, muckoBoro Maccusa. [Tox
OCTaTOYHBIM BpeMeHeM (YHKIIMOHUPOBAHUS CBEPX BpeMe-
HU y OyleM TIOHNMATh UTHTETFHOCTh (PYHKITHOHUPOBAHHUS
CXJ1 or MOMeHTa y 10 BOSHHUKHOBEHHS OTKa3a (10 Tpe-
NEBHOTO coCTOsTHUA) [27].

0O003HaYMM 3HAYCHUE OCTATOYHOTO BPEMEHH (YHKIIHO-
HUpoBaHus o0opynoBanus CX /I uepe3 yClIOBHYO CiTydaii-
HYIO BEJIMUMHY X7. TOraa noayuum

xr=(x=pex>y),

7€ «|» — 3HAK YCJIOBHS (3TO HE 3HAK JICTCHUS).
Omnpenenum (QYHKIIMIO PACIIPEIENICHUs] OCTATOUHOTO

BpeMeHH (PYyHKIIMOHUPOBaHHUS 000PYI0BaHHsI (OCTATOYHOTO

pecypca) uepes ciiydaiiHyto BeIuuuny x7 B Buje [28-31]:

Pt<x<t+y)
GO =Px—y<tx>y)=———— =

1 - F(t)
L) -FO) | P@+y)
1-F(y) P(y)

rne P(f) = 1 — F(f) — BeposSTHOCTh 06€30TKa3HON pabOThI
obopynoBanust; F(f) — QyHKIHS pacipeneieHus] BpeMEHH
(YHKIIMOHUPOBAHUS 000PYIOBAHUSL.

[Tomyunm raMMa-nponeHTHBIN OCTaTOUHbIA pecypc U3
ypaBHeHust [27-30]

P(t+y):L:
P(y) 100 b o

W3 ypasuenus (1) nakinem ¢ = T,(y), napameTp y — u3-
MepSEeTCs B MPOICHTAX.

[Tycth xv = (xv{, xv3, ..., X) — BBIOOpPKA 3HAYCHUIT CITy-
YaifHo BenuuuHbI x. COCTaBISIOIINE BBIOOPKH XV; > (0 —
HE3aBUCHMBIC OJMHAKOBO PACIIPEICICHHBIC BEIIUMYUHBI M3
HEKOTOPOTO HEU3BECTHOTO pactpeeiicHus F(f). Beibopka
XV SIBIISICTCSL KOHCUHOH BBRIOOPKOW MaIoro oobhemMa, o KOTo-
PO HEBO3MOYKHO BOCCTaHOBHTH UCXOIHOE PACTIPEICIICHHE
F(f).

Heo0xommMo Ha 0CHOBE BBIOOPKH XV OIPEICITUTE OIICH-
KH TaMMa-TIPOIIEHTHOTO OCTAaTOYHOTO pecypca 00opymoBa-
Hust CX/I 1= Ty(t).

MeTton penieHusi MOCTABJICHHOM 3a1a4U

Haiinem Ha ocHOBE BEIOOPKH X Ha4adbHBIC MOMCHTEI
(majmee — MOMEHTBI) CITyYaifHOH BEITHYUHEI X:
1 n j N
mj==Yxvi;j=1,k k>0. 2)
ni=1
Omnpenenum aHanornaHo [30-35] MHOKECTBO (DYHKITHIA
pacmipeneneHus F(, UMEIOMUX (M3BECTHBIX) kK MOMEHTOB,
PaBHBIX MOMEHTAM, OTPEICICHHBIM B COOTBETCTBUU C
BEIpakeHHEM (2), B BUE:

Fo={F(): Ofrde(t) =mj,j=1,k}. 3)
0

PaccmoTpum crienytoliyto 3a1ady: HAMTH rapaHTHPO-
BaHHBIC (HIKHHE, BEPXHHUE) OILICHKH BEPOSITHOCTH 0€30T-
Ka3HOU paboThl 000PYIOBaHMS HA MHOXKECTBE (YHKITHIT
pacnpeneneHusi, K3BECTHBIX /0 MOMEHTOB, OIPEIEIIIeMbIX
BeIpakeHueM (3), T. €.

Pr(s) = min(max)P(s). 4)
F(1)EF,

B Beipaskernu (4) P(s) = 1 — F(s), tne F(s) — GbyHKINA
pacmpernenenus BpeMeH! (yHKIIMOHUPOBAHUSI 000py/I0-
BaHUsI, § — MepeMeHHass — BpeMst (YHKIMOHUPOBAHHUSI
o0opynoBaHuUs.

B pa6orax [33, 34] nonyueHo oOiee penicHUe 3a1a-
YM HAXOXKJICHHSI TAPAHTUPOBAHHBIX (HH)KHUX U BEPXHHX)
OLICHOK (DYHKIIMH PACIIPEICIICHNUS, HA MHOXECTBE (DYHKIIMH
pacmpesesneH s, U3BECTHBIX JI0 MOMEHTOB.

DTO peleHne COCTOUT B CIIEYIOIEM.

Haubomnbiee (HanMeHblee) 3HAYCHUE HHTETPaa

J(F) = (f) c(H)dF(t)

npu F () € Fy nocTuraercsi:

— Ha eJMHCTBEHHOM CTYIEHYATOM pacrpeaesncHuu F(7),
y KOTOPOTO CPeAr TOYEK pocTa fq, o, ..., 1, AIMEETCS
TOUKA S}

— TIpU HEYETHOM k YHCIO TOYEK pocTa v QYHKIUH
pacmpezneneHus F(f) onpenensieTcss COOTHOIICHHEM
v=(k+3)2, mpuuem 0 =1 <t, <...<t, <o

818

Hay4HO-TeXHN4eCKnin BECTHUK MHPOPMALNOHHbBIX TEXHONOMMIA, MEXaHUKKN 1 oNTuKK, 2024, Tom 24, N2 5
Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2024, vol. 24, no 5



M.N. NomakuH, A.B. JokykuH, N.10. OnTaH, 10.M. Huazosa

— TIPU YETHOM k YHCJIO TOUCK POCTa v (PYHKIHUH pacrpe-
neneHust F(f) onpenenseTcs COOTHOLICHUEM v = k/2 + 1,
npudeM 0 <t <t <...<f, <o0;

— uucnap;>0,4,j=1,2, ..., v yIOBIETBOPAOT CUCTEME
YpaBHCHHIA:

Voo _
mj=2iti] sj= 1,k k>0.
&

Oynknus c¢(f) J0JKHA UMETh HEOTPULATEIbHYIO
k + 1-10 mpon3BOIHYIO.

B paccmarpuBaemom ciydae c(f) = 1, cinemoBareisHO,
YCTIOBHE HEOTPHUIATEIBHOCTH k + 1-0i1 mpon3BogHON PyHK-
1uH c(f) = 1 BBITIONHACTCS.

PaccmoTpuM ypaBHeHus:

P(t+y)
n=—_

P(y)
min P(¢ + y)
F(HEF,
Y2=""_""""
P(y)
min P(¢ + y)
F(EF,

73T maxP(y)

F()EF,
y4= min P(t+y),
F(H)EF,

NpUMEpHBIE TPa(UKH KOTOPBIX MTPUBEJICHBI Ha pHC. 1.
Jast mro0oro y > 0 uMeeT MeCcTo HepPaBeHCTBO:

minP(t+y) minP(t+y)
P(t+y) Aoty F()eF, > min P(t+y). (5)
Py) — PO) maxP()  roer

W3 cootHOmIEHNS (5) CIeayeT, 9TO B KaueCTBE HIDKHEH
TapaHTHPOBAHHON OICHKH TaMMAa-TIPOLIEHTHOTO OCTATO4-
HOTO pecypca MOTyT ObITh UCTIOJIB30BaHbI OIeHKH 73())
unu T4(y). Onenxu T1(y) u T>(y) Ha OCHOBE MMEIOLIUXCS
JaHHbIX BLIGOpKI/I X ONpE€ACJICHDI 6I)ITb HE MOT'YT.

PaccmoTpuM 3a1ady HaXOXJIEHUSI BEpXHEH rapaHTu-
POBaHHOI OLIEHKH I'aMMa-IPOLIEHTHOTO OCTaTOYHOIO pe-
cypca o00pyJOBaHUs, MPEACTABICHHYIO CIEIYIOIUMHU
YpaBHCHHUSMU:

Pi+y)
Y= 5
P(y)
maxP(t+y)
F(H€EF,
ys=—— "
P(y)
maxP(t+y)
F(H€EF, )
minP(y)
F(H)€EF,
L
minP(y)’
F(1)EF,

Y6 =

y1=

NpUMepHbIe TPa(UKU KOTOPBIX MMOKa3aHbl HA pUC. 2.
Just mo6oro y > 0 uMeeT MeCTo HePaBEHCTBO:

maxP(t + maxP(t +
P(t+y) - F)EF, (t+) - F(z)ejr(g (t+y) - 1 ©)
Py) ~— PO minP(y) ~ minP(y)
F(1)EF, F(1)EF,

W3 cooTHoIeHus (6) ciaeayeT, 4To B KaueCTBE BEpXHEH
rapaHTUPOBAHHOM OLIEHKH raMMa-TIPOILIEHTHOTO OCTaTo4-
HOTO pecypca MOTYT OBITh HCIOJIB30BaHBI TOJIBKO 76()).
Omnenku T1(y), Ts(y) Ha OCHOBE MMECIOIIUXCSI TaHHBIX BBI-
Oopku xv ompeneneHsl ObITh He MOTyT. Omenka 77(y) He
CYILIECTBYET, TaK KaK

1
T >1 (7)
Roch"®)

1 JIeBas 4acTh HepaBeHCTBA (7) HE 3aBHUCHT OT £.

IIpumepsl HAX0KIEHUSI TAPAHTHPOBAHHBIX OLIEHOK
raMMa-IpoleHTHOro pecypca

Hcxoauble nannbie. PaccMoTpuM npumep orpezaese-
HUS HIDKHEH TapaHTHPOBAHHOM OIEHKH TaMMa-TIPOIIEHTHO-
TO OCTAaTOYHOTO pecypca MOJIENN AUCKoBoro maccusa HP
EVA P6500. BupTyanbHble 1UCKOBbIE MACCUBBI XPAHEHHUS
HP EVA P6550 Storage nuneitkn CXJ] EVA P6500 —
macmrrabupyemeie CXJ] ¢ aeyms Fibre Channel/10GbE
koHTpoJutepamu [34]. [TycTh M3BECTHHI Ba MEPBBIX MO-
MEHTa BPEMEHHM HapaOOTKH Ha OTKa3 OJHOIO JHCKa U3

P(t+y)
| P()
- PN
100 P :
P 4 3 2 1
0 W) I Ty Ty t

Puc. 1. IlpumepHsbie rpaduKu ypaBHEHUH V| — V4

Fig. 1. Example graphs of y1— y4
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P(t+y)
1 P()
X NN
100 b
L 5 6 7
0 () Ts) Tey) T7(0) !

Puc. 2. IlpumepHble rpadUKH ypaBHEHHUH V1, V5 — V7

Fig. 2. Example graphs of y1, ys — v7

JIMCKOBOTO MacCHBa |11, L. [1o TaHHBIM 00 0TKa3aX JIUCKOB
JICKOBOTO MacCCHBa, IPUBEICHHBIM B padoTte [22], ompexe-
JICHBI CIICYIOIIHE 3HAYCHHUS TIEPBOTO U BTOPOTO MOMEHTOB!
my =3,15-105 a; my = 1,47- 1011 u2, TTycTh TAKKE M3BECTHBI
3HAUEHUsI BEIMYHMHEI Y, KOTOPBIE 3a7aHbl B mHTepBaie 0 10
100 % u 3HaueHue y, KOTOpOE JEKUT B Tipesenax ot 0 10
my=3,15-105 u.

AHAJTUTHYECKHE COOTHOIIEHHS VIS TAPAHTHPOBAH-
HBIX 0I[eHOK. Heo0X0uMo onpeieuTh rapaHTHPOBAHHBIC
(HWKHUE U BEpXHHUE) OIICHKH I'aMMa-IPOIIEHTHOIO OCTa-
TOYHOTO pecypca Aucka u3 nauckoBoro Mmaccusa HP EVA
P6500.

B cootBercTBUM ¢ padotamu [33, 34] nmeem

(my —t—y)’

min P(t+y)=
F(1)EF, (my—t—y)* + my—mi
npu 0 <t+y<mj. (8)
max P(y)=1mnpu0<y<m. C)

F(H)EF,

Bcenencraue Toro, 4To MMeeT MecTo cooTHomeHue (9),
oreHkH 73(v) u T4(y) cOBMAMaIOT, TOTJa HIDKHIOKO rapaH-
TUPOBAHHYIO OLICHKY T'aMMa-IPOLEHTHOIO OCTATOYHOTO
pecypca To(y) OIpeaenum B COOTBETCTBUM C COOTHOIIECHH-
eMm (8) U3 ypaBHEHUS:

(m—t—y)
(mi—t=y)+my—m

-=B. (10)

BrinonnuB HeoOXxoauMble mpeoOpa3oBaHus ypaBHe-
Hust (10), HalijeM HUKHIOIO rapaHTUPOBAHHYIO OLIEHKY
raMMa-IPOLEHTHOTO OCTaTOYHOIO pecypca 000pyI0OBaHUs

B(m;y — mi) npu y < my — B(my — m7)
1-B

1-

AHaJIOTNMYHO AJIsl BEpXHEH rapaHTUPOBAaHHOW OLIEHKH
raMMa-IpoLEHTHOTO OCTaTOYHOTO pecypca Mpu ABYX MO-
MEHTaXx M1, My B COOTBETCTBHUHM ¢ pabotamu [33, 34] umeem

(1)

th=mp—y—

m2_m12

max P(t+y)=

F(OEF, (my—t—y) + my—mi

npu ¢t +y>mj.

(mlfy)z
(my —y)* + my — mi

min P(t) =
F(1EF

npu 0 <y <mj.
Jliist onpernienieHnst BepXHel rapaHTHPOBAHHOM OILIEHKH

raMMa-IpoLEHTHOTO OCTATOYHOIO pecypca MOoJIydnuM cie-
JyIoliee ypaBHEHHE:

my —mf
(ml—t—y)2+m2—m12_B
(m—y)* ’
(my—y)* + my—mi
pelias KOTopoe HaiieM
2
m—
(mz_m%) I_B ( 12 y) 2
(my —y)" +my—mj
ty=mp—y+ P (12)
\ (my—y)* + my —mi

BEPXHIOIO TAPAHTHPOBAHHYIO OI[EHKY FaMMa-IIPOIIEHTHOTO
0CTaTOYHOTO pecypca 000pyI0BaHMS IPH JIBYX MOMEHTaX
my, my.

BbINONIHMB COOTBETCTBYIOIINE PACUETHI IO COOTHOILIE-
musiv (11) u (12) ipu my = 3,15-105 u; mp = 1,47-1011 u2;
v =50 %; y = 3,15-10% 4, noayunM 3HAYCHUS HUKHEH U
BEPXHEH TapaHTHPOBAHHBIX OIIEHOK TaMMa-TIPOIIEHTHOTO
0CTaTOYHOI'0 pecypca JUcKa U3 IuckoBoro maccua HP
EVA P6500: #, = 6,48-10% u; #, = 6,06- 105 u.

I'apanTHpOBaHHbIE OLEeHKHU NPH Pa3JIMYHBIX 3HaYe-
HHUSIX IePBOT0 ¥ BTOPOT0 MOMEHTOB /111 U m. B Tabnuie
TIPUBE/ICHBI HIKHUE U BEPXHHUE TapaHTHPOBAHHbIC OLICHKH
raMMa-TIpOLEHTHOTO 0CTaTOYHOTO pecypca AUCKa U3 JAUC-
KOBOTO MacCHBa MPH Pa3IUYHBIX 3HAUYEHUSAX MEPBOTO U
BTOPOT'O MOMEHTOB 71| M 1712 BpPEMEHH 0€30TKa3HON PadOThI
OJM3KHX K peabHBIM.

W3 Tabauisl BUAHO, YTO NP YBEIWYEHHUH I1EPBOTO MO-
MEHTa 71| BpeMEHHU 0e30TKa3HOW paboThI AKcKa Habmona-
eTcs pOCT HIDKHEH TapaHTHPOBAHHOM OIIEHKH raMMa-I1po-
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Tabnuya. HuxHUe U BepXHUE FApaHTUPOBAHHbIE OLIEHKH FAMMa-IIPOLIEHTHOTO OCTaTOYHOIO pecypea AucKa

Table. Lower and upper guaranteed estimates of gamma-percent the remaining disk resource

mp-105, 4 my-1011, 42 y-104, 4 B £, 104, a 1,105, 4
3,15 1,47 3,15 0,5 6,48 6,06
3,20 1,47 3,20 0,5 7,77 5,90
3,23 1,47 3,23 0,5 8,49 5,82
325 147 325 0,5 8,99 5,76
3,28 1,47 3,28 0,5 9,75 5,68
3,30 1,47 3,30 0,5 10,3 5,62
3,33 1,47 3,33 0,5 11,1 5,53
3,35 1,47 3,35 0,5 11,6 5,48
3,40 1,47 3,40 0,5 13,0 5,33
3,40 1,48 3,40 0,5 12,6 5,40
3,40 1,49 3,40 0,5 12,5 5,43
3,40 1,49 3,40 0,5 12,3 5,45
3,40 1,50 3,40 0,5 12,2 5,48
3,40 1,50 3,40 0,5 12,1 5,50
3,40 1,55 3,40 0,5 10,8 5,75

LIEHTHOTO OCTAaTOYHOT'0 pecypca AMCKa U yMEHbIICHUE
BEpXHEH raMMa-IIPOLIEHTHOTO OCTaTOYHOTO Pecypca JUcKa
IIPY TIOCTOSTHHOM BTOPOM MOMEHTE /712, @ TIPU YBEITHUCHUN
BTOPOTO MOMEHTA /) HAONIOJAeTCs] MPOTHBOIOIOKHAS
TEH/ICHIVS.

B npuBeseHHOM IpUMepe HCHO0IB30BaHbI 1BA MOMEHTA
BpeMeHHU 0e30TKa3HOM paboThI tucka. I1py Oombiem gucie
HCTOIB3YEeMBIX MOMEHTOB (OOIbIIIeM, YeM J[Ba) PEIIeHNe
3aJ1a4u ONpe/IeNICHNs FapaHTUPOBAHHBIX (HUKHUX U BEpX-
HHUX) OI[EHOK raMMa-IPOIIEHTHOTO OCTaTOYHOIO pecypca
BO3MOKHO TOJIBKO YHCJIEHHO.

3akiarouenne

PaccmoTpena 3aja4a OLEHKH ITOKa3aTesIs 10Ir0Bed-
HOCTH O60pyﬂOBaHI/I5I CHUCTEM XpaHCHUA NAHHBIX — I'aM-
Ma-TIPOLIEHTHOI'0 OCTaTOYHOIO pecypca B yCIOBHSX He-
IMOJIHBIX JAaHHBIX, MTPEACTABJICHHBIX MaJIbIMU BI)I60pKaMI/I
CJIy4allHBIX BEJIMYMH BPeMeHU 0e30TKa3HON paboThl 000-
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W

pynoBanus. [lanHas 3amada chopMynupoBaHa Kak 3aj1ada
OTIpeleNIeHUs] TapAaHTUPOBAHHBIX (HUKHUX M BEPXHUX)
OIICHOK TaMMa-TIPOIICHTHOTO OCTaTOYHOIO pecypca 000-
PYIIOBaHUS Ha MHOXKECTBE paclipelieieHnii BpeMeHn 0e3-
OTKa3HOHW paboTHI C 3aJaHHBIMA MOMEHTAaMH, PaBHBEIMHU
MOMEHTaM, Hali/IEHHBIM TI0 HMEIOIIEHCS BEIOOPKE BPEMEHHI
0e30TKa3HOI PabOTHI, MPU PEIICHUH STOW 3a]1a4l UCTIONb-
30BaHbI PE3yABTAThI pPerIeHus mpobiemsl MapkoBa 1 Hepa-
BCHCTBA MEXKY BO3MOKXHBIMH SKCTPEMAJIbHBIMU OLICHKaAMU
raMMa-mpoIEHTHOTO pecypca. [1oaydeHbl aHATUTHYCCKUE
OIICHKU TapaHTUPOBAHHOTO (HMKHETO U BEPXHET0) TaM-
Ma-IPOIIEHTHOTO OCTaTOYHOTO Pecypca 000pyIOBaHUsI IPU
JIBYX HCIIOJIB3YEMBIX MOMCHTAX.

AKTyaJTbHOCTH pa0OTHI COCTOUT B MOTYYCHUU OOIIETO
pEIICHHS 3a/laqd OTIPEACIICHUS TapaHTHPOBAHHOTO TaM-
Ma-TMPOIICHTHOTO OCTAaTOYHOTO pecypca 000pyrIoBaHU
CHCTEM XpaHEHUS JaHHBIX B YCIOBHSIX HETIONHBIX TaHHBIX,
TIPE/ICTaBICHHON MaIbIMU BEIOOpKaMU HapaOOTOK JI0 OTKa-
3a 000pyIOBaHHS.
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Abstract

Multiple Sclerosis (MS) is a progressive autoimmune disease affecting the central nervous system, causing
communication disruptions between the brain and the body. Early and accurate detection of MS lesions in brain Magnetic
Resonance Imaging (MRI) scans is crucial for effective treatment. This paper proposes MSNet, a deep learning-based
approach for automatic detection and diagnosis of MS lesions from MRI images, leveraging Convolutional Neural
Networks (CNNs) for precise lesion identification and classification. Our methodology involves a comprehensive
analysis of MRI datasets, including preprocessing steps such as normalization and lesion segmentation. We propose a
novel CNN architecture tailored for MS lesion detection, achieving an accuracy rate of 98.2 % on the test dataset. By
incorporating advanced image recognition techniques, our system classifies MS lesions from diverse brain pathologies
present in MRI images. The model also highlights MS lesions within the MRI images, aiding neuroradiologists in
accurate diagnosis and treatment planning. This study contributes significantly to improving MS diagnosis by providing
a reliable and automated tool for lesion detection and classification.
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AHHOTaNMA

Paccesnnsiit cknepos (PC) mpencraBnseT coboii mporpeccupyroiiee ayTOMMMYHHOE 3a00JIeBaHIe, TOpakarolee
LEHTPAJIBHYIO HEPBHYIO CHCTeMy. PaHHee U TouHOoe 0OHapyskeHne nopaxeHnii PC Ha CHUIMKaX MarHHTHO-PE30HAHCHON
tomorpacduu (MPT) ronoBHoro Mo3ra uMeeT periaroliee 3Ha4eHue 171 3 gexruBHoro gedeHns. B pabore npeanaraercs
K1accu(UKaIMsg Ha OCHOBE NIYOOKOT0 00y4YeHHs JJIsl aBTOMATHUECKOro OOHapy>KeHHs M TMarHOCTHKHU nopaxkeHuit PC
Ha cHuMKax MPT, ncnione3yromuii cBeprounsie Heiiponnsie cetn (Convolutional Neural Network, CNNs) juts TouHo#
uIeHTHGUKaIu 1 kiaccupukanny nopaxkenuit. Kinaccuduxarms Briodaer B ce0s BCECTOPOHHUN aHAIN3 HaOOpOB
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nmaHHbIX MPT u sTanbl ux npenBapuTeabHOM 00pabOTKH, TaKMe KaK HOPMAlN3alus U CErMCHTAINS MOPaKCHUH.
IMpennoxennas apxutexrypa CNN, pazpaboranHas ais oOHapyxeHus nopaxenuit PC, nocruraer Tounoctu 98,2 % na
TECTOBOM HabOpe JaHHbIX. biaronaps BHEIpEHUIO IepeJOBBIX METOOB PACIIO3HABAHHS H300payKeHUI, PEICTaBICHHbIN
METOJ TITyOOKOT0 00y4YeHUsI Knaccuuimpyet nopaxerus PC cpeay pa3nuyHbIX MATOIOTWH MO3Ta, MPUCYTCTBYIOMINX Ha
canmkax MPT. Meton Beiiensier nopakernst PC Ha canmkax MPT, momoras HelipopaanonoraM B TOYHOH JHATHOCTHKE
¥ TUTAHUPOBAHUU JiedeHus1. VccnenoBaHre BHOCUT BKJIA/l B YAyYIICHHE TUarHOCTHKH PC, mpenocTaBisis HaJICKHBIA U
ABTOMATU3UPOBAHHBIN HHCTPYMECHT OOHAPYKCHUS U KITaCCH(DUKAINN TTOPAKCHHIA.

KuioueBble ciioBa
paccesHHBIIA CKIIepo3, MaluHHOe 00yueHue, MPT

Ceplka s nurupoBanusi: [usbst M., JIxwmuman Jx., CapaBanan A. Kiaccudukanns nopaxeHni paccessHHBIM
CKJIEPO30M ITOCPE/ICTBOM aHaIIH3a N300paKeHNH MarHUTHO-PE30HAHCHOH TOMOTpaduy METOI0M IITyOoKoro o0yueHust //
Hay4Ho-TexHUUeCKUiT BECTHUK HH(POPMAILIMOHHBIX TEXHOJIOT Ui, MeXaHUKH 1 onTHKH. 2024. T. 24, Ne 5. C. 824-833 (na

aHn. 513.). doi: 10.17586/2226-1494-2024-24-5-824-833

Introduction

Multiple Sclerosis (MS) is a chronic autoimmune
disease that affects the Central Nervous System (CNS),
leading to various neurological symptoms and disabilities.
The hallmark of MS pathology is the immune-mediated
attack on the myelin sheath, the protective covering of
nerve fibers in the CNS. This demyelination process
disrupts the transmission of nerve signals, causing a
wide range of symptoms, such as vision impairment,
muscle weakness, coordination difficulties, fatigue, and
cognitive dysfunction [1-3]. The disease unpredictable
nature, characterized by periods of relapse and remission
or steady progression, poses significant challenges for
both patients and healthcare providers. Early and accurate
detection of MS lesions in Magnetic Resonance Imaging
(MRI) scans plays a pivotal role in disease management,
treatment planning, and prognostication [4—6]. MRI has
become a cornerstone imaging modality for assessing
MS-related lesions in the brain and spinal cord. The high
spatial resolution and tissue contrast provided by MRI
allow clinicians to visualize MS lesions which appear as
hyperintense areas on T2-weighted and Fluid-Attenuated
Inversion Recovery (FLAIR) sequences. Lesions are
typically distributed in periventricular, juxtacortical,
infratentorial, and spinal cord regions, reflecting the
multifocal nature of MS pathology. However, manually
identifying and quantifying MS lesions in MRI scans are
time-consuming tasks prone to inter-observer variability
and subjective interpretations among radiologists.
Traditional methods rely heavily on visual inspection
and semi-automated segmentation tools which may not
capture subtle or small lesions accurately, especially in
early disease stages or in regions with complex anatomical
structures [7, 8]. These challenges underscore the need
for advanced computational approaches, particularly deep
learning techniques, to enhance the accuracy, efficiency,
and objectivity of MS lesion detection and classification in
MRI images. Deep learning represents a subset of Artificial
Intelligence (Al) that mimics the human brain neural
networks to automatically learn and extract intricate patterns
and features from large datasets. Convolutional Neural
Networks (CNNs), a prominent deep learning architecture,
have demonstrated remarkable success in various image
analysis tasks, including medical image segmentation,
classification, and anomaly detection. By leveraging
CNNs and related deep learning models, researchers

and clinicians aim to revolutionize MS diagnosis and
monitoring paradigms, paving the way for personalized
treatment strategies and improved patient outcomes. The
integration of deep learning techniques into MS lesion
analysis offers several advantages over traditional methods.
Firstly, deep learning models can process vast amounts of
MRI data rapidly and consistently, reducing the time and
labor required for lesion identification and quantification.
This scalability is particularly advantageous in large-
scale studies involving multiple patients or longitudinal
assessments. Secondly, deep learning algorithms can learn
complex spatial and textural features from MRI images,
capturing subtle lesion patterns and variations that may be
missed by human observers or conventional algorithms.
This capability is crucial for detecting early-stage lesions,
differentiating between MS lesion subtypes (such as
active, chronic, or enhancing lesions), and assessing
lesion progression over time. Despite these advancements,
challenges persist in deploying deep learning models in
clinical practice. Model interpretability, generalizability
across diverse patient populations, data privacy concerns,
and regulatory considerations are among the key hurdles
that researchers and healthcare stakeholders must address.
Collaborative efforts between data scientists, clinicians,
regulatory bodies, and industry partners are essential to
validate and translate deep learning solutions into robust
clinical tools that enhance MS care delivery and outcomes.
In this context, this paper proposes a novel deep learning-
based approach for automated detection, segmentation, and
classification of MS lesions in MRI images. Leveraging
state-of-the-art CNN architectures and advanced image
processing techniques, our methodology aims to overcome
existing limitations in MS lesion analysis, offering accurate,
efficient, and clinically relevant solutions for MS diagnosis
and management. We present a detailed analysis of our
deep learning model performance, including accuracy rates,
sensitivity, specificity, and comparative evaluations against
traditional methods or benchmark datasets.

Literature Review

The literature on MS lesion detection and classification
using MRI and machine learning techniques has witnessed
significant advancements in recent years. Several studies
have focused on enhancing the accuracy, efficiency,
and clinical relevance of MS lesion analysis, addressing
challenges in distinguishing MS lesions from other brain

Hay4HO-TeXHNYECKNI BECTHUK MHDOPMALMOHHbBIX TEXHONOMUIA, MEXaHUKN 1 oNTukn, 2024, Tom 24, N2 5
Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2024, vol. 24, no 5

825



Classification of multiple sclerosis lesion through Deep Learning analysis of MRl images

pathologies and leveraging deep learning methodologies
for improved diagnostic outcomes. Zhang et al. (2019) [9],
while successful in predicting conversion from clinically
isolated syndrome to MS using imaging-based machine
learning, faced challenges in generalizing their model
across diverse patient populations and capturing nuanced
lesion characteristics critical for differential diagnosis.
Rezaee et al. (2020) [10] introduced a supervised meta-
heuristic extreme learning machine for MS detection based
on multiple feature descriptors, yet the approach reliance
on handcrafted features limited its adaptability to complex
lesion patterns and evolving disease states. Eksi et al.
(2021) [11] and Peng et al. (2021) [12] made strides in
differentiating MS lesions from brain tumors and predicting
lesion evolution, respectively. However, their studies
primarily focused on specific lesion subtypes or disease
stages, overlooking the holistic characterization and early-
stage detection crucial for comprehensive MS management.
Eshaghi et al. (2021) [13] leveraged unsupervised machine
learning for MS subtype identification, yet the lack of
interpretability and clinical validation hindered direct
translation into actionable clinical insights and personalized
treatment strategies. The studies by Bonanno et al.
(2021) [14], Iswisi et al. (2021) [15], Jain et al. (2022) [16],
and Garcia-Martin et al. (2021) [17] explored various
machine learning algorithms and imaging modalities
for MS diagnosis and lesion detection. Still, limitations
in scalability, model interpretability, and comparative
performance analysis across diverse datasets and clinical
scenarios necessitated further refinement and validation.
Montolio et al. (2022) [18] emphasized the role of Optical
Coherence Tomography (OCT) and machine learning in
MS and optic neuritis diagnosis. However, challenges in
integrating OCT data with comprehensive MRI-based
lesion analysis and addressing data heterogeneity remained
as areas requiring attention.

Methodology

The methodology for data collection and preprocessing
of MRI datasets in this study aimed to ensure high-quality
input data for subsequent deep learning model development
and evaluation. The following detailed steps were followed.

Data Sources

MRI datasets were collected from Open Access Series
of Imaging Studies (OASIS-MS) and collaborating medical
institutions specializing in MS research. This approach
ensured access to a diverse range of MS patient scans,
covering different disease stages and lesion characteristics.

MRI Acquisition Parameters

Field Strength. All MRI scans were conducted using
standardized field strength of 3 Tesla to maintain imaging
consistency across datasets.

Imaging Sequences. T1-weighted, T2-weighted, and
FLAIR sequences were used to capture various tissue
contrasts and lesion features relevant to MS diagnosis.

Voxel Size. MRI images were acquired with a
standardized voxel size of 1 X 1 X I mm, ensuring
consistent spatial resolution for accurate lesion analysis.

MRI Machine Manufacturers. Scans were acquired
using MRI machines from leading manufacturers, such as

Siemens, GE Healthcare, and Philips, although specific
models were not disclosed.

Preprocessing Steps

Image Normalization. Intensity normalization
techniques were applied across MRI sequences to
standardize intensity values and reduce variability due to
scanner settings or acquisition conditions.

Brain Extraction. Non-brain tissues, including skull
and scalp, were automatically removed using robust brain
extraction algorithms. This step ensured that subsequent
analyses focused exclusively on relevant brain regions.

Lesion Segmentation. Automated segmentation
algorithms such as CNNs and region-based methods were
employed to delineate brain regions and identify potential
MS lesions. These algorithms utilized intensity thresholds
and spatial information to segment lesion areas accurately
without manual intervention.

The Proposed MSNet

The proposed method, named MSNet, is a framework
customized specifically for MS lesion detection and
classification using MRI images. MSNet leverages spatial
and contextual features within MRI scans to accurately
identify and categorize MS lesions.

Input Layer

The input layer of MSNet accepts multi-sequence
MRI inputs with standardized dimensions and intensity
values. This design choice enables the model to process
information from different MRI sequences simultaneously,
providing a comprehensive view of the brain structural and
tissue characteristics relevant to MS lesion detection.

Convolutional Layers

MSNet is built with multiple convolutional layers
that employ varying filter sizes. These layers are pivotal
in extracting hierarchical features that capture spatial
information crucial for identifying MS lesion patterns
within MRI images. The convolutional layers generate
feature maps that highlight significant spatial features,
aiding in lesion localization and characterization.

Activation Functions

Rectified Linear Units (ReLU) serve as the activation
functions within MSNet. ReLU introduces non-linearity
into the model, enhancing its capacity to learn intricate
patterns present in MRI data. This non-linear activation
function is particularly effective in capturing subtle
variations indicative of MS lesions, contributing to the
model discriminative power.

Pooling Layers

Max-pooling operations are applied strategically
within MSNet to downscale feature maps generated by
convolutional layers. This downsampling technique reduces
computational complexity while retaining essential spatial
information relevant to MS lesions. Max-pooling helps
in preserving key features while abstracting higher-level
representations, improving the model efficiency and
generalization ability.

Batch Normalization

To enhance model convergence and stability during
training, batch normalization is integrated into MSNet.
This technique normalizes activations within mini-
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batches, mitigating issues related to internal covariate
shift and accelerating training convergence. By
maintaining consistent activations across layers, batch
normalization aids in smoother gradient flow and faster
training iterations.

Fully Connected Layers

MSNet incorporates dense fully connected layers
responsible for feature aggregation and classification. These
layers consolidate extracted features from convolutional
layers and enable the model to learn complex relationships
within the MRI data. Dropout regularization is applied
within these fully connected layers to prevent overfitting by
randomly deactivating neurons during training, promoting
better generalization to unseen data.

Output Layer

The output layer of MSNet utilizes a Softmax activation
function tailored for multi-class classification tasks. In
the context of MS lesion detection and classification, the
Softmax layer assigns probability scores to different lesion
categories or disease subtypes. This probabilistic output
facilitates accurate lesion classification, aiding clinicians

in diagnosis and treatment planning for MS patients. Fig. 1
shows the proposed architecture.

During model training, MSNet utilizes the Categorical
Cross-Entropy (CE) loss function which is well-suited for
multi-class classification tasks such as MS lesion detection
and classification. The CE loss function is defined as

1 N C
CE Loss =——3% > y; log(p; ),
i=lc=1

where N is the number of samples; C is the number of
classes; y; . is the ground truth label for sample i and class
¢; p; . is the predicted probability of sample i belonging to
class c.

The CE loss penalizes deviations between predicted
probabilities and ground truth labels, guiding the network
to learn accurate representations of MS lesion patterns.

Optimizer

The Adam optimizer is chosen for training MSNet due
to its efficiency in navigating the model parameter space.
Adam combines adaptive learning rates and momentum
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methods leading to faster convergence during training. The
Adam update rule is given by:

m, =By xm,; +(1-B;) *g,

v,=PBy X v +(1-By) x g7,

~ m;

m;= I
1-

N V;

ViT B
1-B,

0.20 Ir-m,
T B~
Vy, + e

where m, and v, are the first and second moments of
gradients respectively; f; and B, are decay rates for
moments; 0, are the model parameters at time step ¢; g, are
gradients at time step ¢; /r is the learning rate; € is a small
constant to prevent division by zero.

Learning Rate Scheduling

To prevent overfitting and ensure optimal model
training, MSNet implements adaptive learning rate
strategies based on validation performance. Learning rates
are adjusted dynamically during training epochs, with
decreases triggered by stagnation in validation metrics. This
approach helps the model converge to a robust solution
while avoiding excessive parameter updates that may lead
to overfitting.

Data Augmentation

Image augmentation techniques play a crucial role
in enhancing dataset diversity and improving the model
generalization ability. MSNet applies augmentation
methods such as rotation, flipping, and scaling to artificially
expand the training dataset. By introducing variations
in image orientation, perspective, and appearance, data
augmentation reduces overfitting risks and enables the
model to learn invariant features relevant to MS lesion
detection across different imaging scenarios.

Experimental Setup

The MRI datasets utilized in this research were sourced
from reputable neuroimaging repositories such as the
OASIS-MS and proprietary datasets from collaborating
medical institutions specializing in MS research. The
datasets consist of multi-sequence MRI scans, including
T1-weighted, T2-weighted, and FLAIR sequences, all
standardized to 1 x 1 x 1 mm resolution, acquired using
3 TMRI machines from various manufacturers such as
Siemens, GE Healthcare, and Philips. Table 1 shows the
multiple convolution layers.

Preprocessing Steps
1. Image Normalization. Intensity values across MRI

sequences were standardized to mitigate inter-scan

variability and ensure consistent input data for the
neural network model.

2. Brain Extraction. Non-brain tissues were removed
via skull stripping techniques to focus the analysis on
relevant brain regions.

3. Lesion Segmentation. Automated and semi-automated
segmentation algorithms (e.g., region growing, active

Table 1. Multiple convolutional layers

Layer Type Details

Convolutional Layers Feature extraction with varying

filter sizes

Activation Functions ReLU for introducing non-linearity

Pooling Layers Max-pooling for downsampling
feature maps

Fully Connected Layers | Dense layers for feature aggregation

Output Layer Softmax activation for multi-class

classification

contour models) were employed to delineate MS lesion

areas from the brain images.

4. Manual Quality Control. Expert neuroimaging
specialists validated and refined the lesion segmentation
results to ensure accurate lesion boundaries and
labeling.

MSNet Architecture. MSNet is designed as a custom
CNN architecture tailored for MS lesion detection and
classification from MRI images. The architecture comprises
multiple convolutional layers for feature extraction,
followed by fully connected layers for classification as in
Table 1.

In our experimental setup, we utilized a variety of
MRI imaging methods to capture different aspects of brain
anatomy and pathology related to MS. The images included
in our analysis spanned various sequences; each providing
unique insights into the structural and functional changes
associated with MS lesions. Here, we present an example
of different MRI imaging methods, such as FLAIR,
Magnetization Prepared Rapid Acquisition Gradient
Echo (MPRAGE), Proton Density (PD), and Transverse
Relaxation Time (T2). FLAIR imaging is sensitive to
fluid accumulation, making it particularly useful for
highlighting MS lesions, which often present with increased
fluid content. FLAIR images suppress the signal from
Cerebrospinal Fluid (CSF), enhancing the visibility of
lesions against a dark background. MPRAGE sequences
provide high-resolution anatomical images with excellent
tissue contrast, allowing for detailed visualization of brain
structures. While MPRAGE images may not specifically
target MS lesions, they offer valuable anatomical context
for lesion localization. PD-weighted images are sensitive to
variations in proton density, offering good contrast between
different types of brain tissues. In the context of MS, PD
images can help delineate lesions based on their distinct
proton density characteristics compared to surrounding
normal tissue. T2-weighted images are highly sensitive to
changes in tissue water content, making them well-suited
for detecting MS lesions, which often exhibit increased
water content due to inflammation and demyelination. T2
images typically show lesions as hyperintense (bright) areas
against a darker background. Additionally, we provide a
sample Gaussian-filtered version of a T2-weighted image
which enhances image clarity and reduces noise, improving
lesion visibility and segmentation accuracy. Finally, a mask
or label with white lesion pixels is overlaid on the images,
indicating the regions identified as MS lesions by expert
annotation or automated segmentation algorithms.
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Fig. 2 shows the MRI images with different
imaging methods, each standardized to a resolution of
256 x 256 pixels (1 x 1 mm per pixel). Fig. 2, a provides
the high-resolution anatomical detail, with fat appearing
bright and water appearing dark. It helps in identifying
structural abnormalities in the brain. Fig. 2, b highlights
areas with higher water content, making water appear
bright. It is particularly effective for detecting edema and
MS lesions due to their higher water content.

Fig. 2, ¢ shows the FLAIR Image. This image
suppresses the signal from CSF, making lesions near the
CSF more visible. It is especially useful for identifying
periventricular MS lesions. Fig. 2, d shows the PD-
weighted image. This image offers good contrast between
gray and white matter by highlighting differences in proton
density, without emphasizing fluid content. It complements
the information provided by T1 and T2 images. These MRI
imaging methods, along with Gaussian filtering and lesion
masks, collectively provide a comprehensive dataset for
training and evaluating our proposed MSNet architecture
for MS lesion detection and classification.

Fig. 3 depicts a segment of an MRI scan, showcasing
three distinct lesions associated with MS. Each lesion
presents as a hyperintense (bright) area against the
surrounding brain tissue, indicating pathological changes
characteristic of MS. These lesions are identifiable across
multiple MRI sequences, including FLAIR, T2-weighted,
and PD-weighted images, highlighting their diverse
appearance, and spatial distribution within the brain.

Fig. 4, a shows the unprocessed image which provides
a raw representation of the brain anatomy and tissue
characteristics captured during the MRI acquisition process.

In Fig. 4, b the original MR image undergoes convolution
with a specified kernel or filter. Convolution involves
applying the filter to different regions of the input image to
extract specific features or enhance certain spatial patterns.
Fig. 4, ¢ depicts the convolved image after undergoing
maximum pooling, a down sampling operation commonly
used in CNNS.

Results and Discussion

The performance of the MSNet model in MS lesion
detection and classification tasks was evaluated using
rigorous quantitative metrics, showcasing its efficacy and
reliability in clinical applications.

Quantitative Performance Metrics.

Accuracy Rate — 98.2 %. The high accuracy rate
reflects the model ability to correctly classify MS lesions
from non-lesion areas with exceptional precision, indicating
a robust classification framework.

Sensitivity (True Positive Rate) — 95.6 %. MSNet
demonstrated high sensitivity in identifying true positive
cases, accurately detecting the majority of MS lesions
present in the MRI images.

Specificity (True Negative Rate) — 99.1 %.
The model exhibited excellent specificity, effectively
distinguishing non-lesion areas from MS lesions, thereby
minimizing false positives in the classification process.

Dice Coefficient — 0.91. The Dice coefficient,
measuring segmentation accuracy, revealed strong
agreement between the predicted and ground truth lesion
masks. This high value signifies accurate delineation and
localization of MS lesions by MSNet.

Fig. 2. MRI images with different imaging methods: T1-Weighted Image (a), T2-Weighted Image (b), FLAIR Image (c¢),
PD-Weighted Image (d)

Fig. 3. Mask image

Fig. 4. MRI images after filtering methods: MR image (a), convolved image (b), max pooled image (c)
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Area Under the Curve (AUC) — 0.976. MSNet
achieved a high AUC score, indicating its superior
discriminative power between MS lesion and non-lesion
areas, further validating its effectiveness in lesion detection
tasks.

A comparative analysis is conducted with existing
methods in MS lesion detection using MRI images. MSNet
outperforms traditional machine learning approaches
and demonstrates superior accuracy, sensitivity, and
specificity rates. The model ability to accurately classify
MS lesions from other brain pathologies is a significant
improvement over previous methods. Visualizations of MS

lesion detection outcomes are presented, highlighting the
detection and classification of lesions in both Deep Gray
Matter and Medial Temporal Lobe areas. Segmentation
masks overlaid on MRI images showcase the model ability
to delineate lesions accurately, aiding in clinical diagnosis
and treatment planning. Table 2 shows the comparative
analysis.

The comparative table presents an insightful analysis
of the proposed MSNet model against three existing
works in MS lesion detection and classification tasks
using MRI images. MSNet, the model proposed in this
study, showcases superior performance across multiple

Table 2. Comparative analysis

Method Accuracy, % Sensitivity, % Specificity, % Dice Coefficient AUC
MSNet (Proposed) 98.2 95.6 99.1 0.91 0.976
Extreme Learning Machine [10] 92.5 88.2 94.7 0.85 0.918
Watershed-Clustering Algorithm [14] 89.3 85.6 91.7 0.81 0.899
Harris Hawks Optimization [15] 91.8 87.5 93.2 0.83 0.912
a b
80 80
NS X
A =
g z
8 =
8 40 2 40
< @
0 Methods 0 Methods
= MSNet (Proposed) = MSNet (Proposed)
= Extreme Learning Machine [10] = Extreme Learning Machine [10]
= Watershed-Clustering Algorithm [14] Watershed-Clustering Algorithm [14]
Harris Hawks Optimization [15] = Harris Hawks Optimization [15]
c d
' 0.98
80
°\°, g 0.96
Z :
= 2 094
8 40 ]
a :
= 092
0.90
0
Methods 0 2 4

= MSNet (Proposed)
m Extreme Learning Machine [10]

Watershed-Clustering Algorithm [14]
m Harris Hawks Optimization [15]

False positive rate

Fig. 5. Performance Comparison: Accuracy Comparison (@); Sensitivity Comparison (b); Specificity (c); AUC curve (d)
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Fig. 6. Overall Comparative analysis

evaluation metrics compared to other methods. With an
impressive accuracy rate of 98.2 %, MSNet significantly
outperforms the Extreme Learning Machine, Rezaee
et al. [10], Watershed-Clustering Algorithm [14], and
Harris Hawks Optimization [15] models which reported
accuracy rates of 92.5 %, 89.3 %, and 91.8 %, respectively.
Moreover, MSNet exhibits higher sensitivity (95.6 %)
and specificity (99.1 %) rates, indicating its ability to
accurately detect MS lesions while minimizing false
positives. The Dice coefficient of 0.91 and AUC value
of 0.976 further validate the robustness and reliability of
MSNet in segmenting and classifying MS lesions. These
results highlight the significant advancements achieved by
MSNet in automated MS lesion detection, emphasizing its
potential for enhancing clinical diagnosis and patient care
in MS management. The results are shown in Fig. 5, and 6.

Overall comparative analysis is shown in Fig. 6. The
high accuracy rate of 98.2 % reflects the robustness and
reliability of MSNet in automated MS lesion detection. The
model sensitivity (95.6 %) and specificity (99.1 %) rates
indicate its ability to correctly identify MS lesions while
minimizing false positives. The Dice coefficient of 0.91
signifies strong agreement between predicted and ground
truth lesion masks.

MSNet strengths lie in its deep learning architecture
tailored for MS lesion analysis, effective utilization of
multi-sequence MRI inputs, and robust performance across
diverse lesion types and locations. However, limitations,
such as computational complexity during training and the
need for expert validation in lesion labeling, should be
considered for practical deployment.
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AHHOTaNMS

Beenenne. Pa3Butue nu@poBeIX CHCTEM KOMMYHHUKAI[UH COMPSIKEHO C PACTYIIUM KOJTHUECTBOM TNPOSBIECHUMN
JECTPYKTHUBHOTO TOBEACHNUS JIIOeH 1 HEOOXOANMOCTHIO OTIEPATHBHOTO HA HErO pearnpoBaHus. Beumy crmaboit
(opmaTI3anmy MpeMeTHOH 00IacTH arpeccu, Hanbosee NepCIeKTHBHBIMI METOIaMH PacTIO3HaBaHHUS ECTPYKTHBHOTO
TIOBEJICHUSI SIBIISIIOTCSI METObI, OCHOBAHHBIE HA TTOJX0/[aX MAITMHHOTO 00y4eHHMsI, KOTOpbIe st 3 (HEeKTUBHOM paboTh!
TpeOyIOT penpe3eHTaTUBHBIX BEIOOPOK PENeBAHTHBIX JAaHHBIX. [IpH CO3MaHUM KOPITyCOB MOBEICHYECKIX JaHHBIX
HEOOXOIMMO PEILINTh CIEAYIOINe MPoOIeMBl: COOTBETCTBHE PA3METKH JaHHBIX KOPIyca peabHOMY MOBEICHUIO;
NPE/ICTaBICHHOCTH MOBEICHNsI B OJHOTHUITHBIX CHTYAIMsAX ¥ B KOPITyCe HaTypaibHOTro moBeneHus. L{enbio paboTs
SABJIACTCA pa3p360T1<a METOAMUKH CO3aHUA BbI60pKI/I MHOTOMOJAJIBHBIX JTAHHBIX HOBe}IeH‘IeCKOI\/'I arpeccuu 4ejIOBCKa,
COZIepIKaTeNIbHO OTPAXKAIOIIEH arpeccuio Kak sSBICHHE  00ecTeunBaroel peneBaHTHOCTh JaHHBIX. MeToa. B pabote
OTIUCBHIBAETCS pPa3paboTaHHass METOANKA CO3aHUS BBIOOPOK MHOTOMOAANBHBIX JAaHHBIX, COAEPKAIINX CIIOHTAHHOE
arpeccHBHOE TOBeJAeHHE. B Xome comepkaTenbHOTO aHalN3a MpeIMeTHOH 00JacTH arpecCHBHOTO MOBEICHUS
YeJI0BEeKa BBIICIAIOTCS 3HAYMMBIC aTpUOYTHI arpecCH TaKne Kak SBICHUS (HaIH4IHe CyObeKTa W 00beKTa arpecCHH,
JIECTPYKTHBHBII XapaKkTep arpeCCUBHOTO JACHCTBYS) M €ANHUIIBI aHAIIN3a MTOBE/ICHUS (BPEMEHHbIe CeTMEHTEI ayino 1
BHJI€0, HA KOTOPBIX JIOKAJIM30BaHBI NH(OPMAHTEI); ONPEICIISIOTCSI THITBI PETHCTPUPYeMOoi arpeccun ((pusudeckas u
BepOasIbHas SIBHBIE MPSIMBIE); 000CHOBBIBAIOTCST KPUTEPHH OLICHKH arpeCCHBHOTO MOBEICHNS KXK/I0TO THIIA TOCPEICTBOM
BBE/ICHUS MEePEUHs JeHCTBUIN, OJHO3HAYHO ONPEIENIAIOINX KaXKAbli BUJ] arpeccuil. MeToauKa COCTOUT U3 CIIeTYIOMINX
9TanoB: cOOp BUAEO B OTKPBITOM JOCTyINE B ceTu MHTepHET; BbIACICHNE BPEMEHHBIX HHTEPBAJIOB, HA KOTOPBIX
TIPOSIBIISAICTCS arpeccust; JOKanu3anus HHGOPMAHTOB Ha KaJpaxX BHUAEO; TPAHCKPHOMPOBAHNE PETUINK HH(POPMAHTOB;
OIICHKA aKTOB (hpr3mueckoit u BepOambHON arpeccuy TPyMIoi aHHOTATOPOB MTOCPEACTBOM pa3pabOTaHHOTO aaropuT™Ma
OILIEHKH MOBEJCHUS; BRIYNCICHHE COTTIACOBAHHOCTH OIEHOK ¢ MoMomIsio kodddunuenta dDeiicca. OcHOBHBIE
pe3yabTarsl. {15 anpobanuy METOJUKU CO3[aH U pa3MedeH I'PYIIoi aHHOTAaTOPOB ayAHOBU3YyaIbHBII KOpIyC
JTAHHBIX CIIOHTAHHOTO arpecCUBHOTO MOBEICHUS PYCCKOs3bIUHBIX HHPOopMaHTOB Audiovisual Aggressive Behavior
in Online Streams (AVABOS). Kopryc gaHHBIX COAEPIKUT BHIEO- M ayINOCETMEHTHI, Ha KOTOPBIX IPUCYTCTBYET
BepOanbHas U pU3NYECKasi arPECCUH COOTBETCTBEHHO, MPOSBISIEMbIE PYCCKOSI3BIYHBIMU HH(POPMAHTAMH B XOJC
OHJIaliH-BUACOTpaHCIHALUH. O0cyxIeHue. Pe3ynsraTbl COracOBaHHOCTH Pa3METKH MOKA3all BBICOKUI YPOBEHb IS
¢uznueckoii arpeccun (k = 0,74) u cpequuii ypoBeHs 115 BepOanbHoii (k = 0,48), yTo moaTBepkaaeT 000CHOBaHHOCTD
paspaborannoit Mmetogukn. Kopryc manHeix AVABOS MOXKET MCIIONIBb30BaThCS TSI PEIICHUs 3a7a49 aBTOMaTHIECKOTO
pacrmo3HaBaHMs arPeCcCUH desioBeKa. [IoOMIMO CO31aHMs KOPITyCOB arpeCcCHBHOTO TTOBEACHHS, MCTOANKA TaKKe MOXKET
KCIOJIb30BAThCA AT CO3JaHUs KOPIIYCOB, COJIEPIKALIUX JPYroe OBEACHUE.
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METO/IMKA CO3aHNsI MHOTOMOZIAJIBHOTO KOPITyca, METOIMKA OIIEHKH TIOBEJICHHSI, arPECCUBHOE TIOBE/ICHIE, PACIIO3HABAHNE
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Abstract

The development of digital communication systems is associated with the increasing number of disruptive behavior
incidents that require rapid response in order to prevent negative consequences. Due to weak formalization of human
aggression, machine learning approaches are the most suitable for this area. Machine learning approaches require
representative sets of relevant data for efficient aggression recognition. Datasets developing implies such problems
as dataset labels relevance to the real behavior, the consistency of the situations, where behavior is manifested, and
the naturalness of behavior. The purpose of this work is the development of an aggressive behavior datasets creation
methodology that reflects the key aspects of aggression and provides relevant data. The work reveals the developed
methodology for creation of multimodal datasets of natural aggression behavior. The analysis of human aggression
subject area substantiates the key aspects of human aggression manifestations (the presence of subject and object of
aggression, the destructiveness of the aggressive action), the behavior analysis units — the time intervals of audio and
video with the localized informants, defines considering types of aggression (physical and verbal overt direct aggression),
substantiates criteria for aggressive behavior assessment as a set of aggressive actions that define each aggression type.
The methodology consists of the following stages: collecting video on the Internet, identifying time intervals where
aggression is performed, localizing informants in video frames, transcribing informants’ speech, collective labeling of
physical and verbal aggression actions by a group of annotators (raters), assessing the reliability of annotations agreement
using Fleiss’ kappa coefficient. In order to evaluate the methodology a new audiovisual aggressive behavior in online
streams corpus (AVABOS) was collected and labeled. The dataset contains audio and video segments that contains
verbal and physical aggression correspondingly that manifested by Russian-speaking informants during online video
streams. The results of interrater agreement reliability show substantial agreement for physical (i = 0.74) and moderate
agreement for verbal aggression (k = 0.48) that substantiates the developed methodology. AVABOS dataset can be used
in automatic aggression recognition tasks. The developed methodology can also be used for creating datasets with the
other types of behavior.

Keywords
methodology for creating multimodal dataset, methodology for behavior assessment, aggressive behavior, aggression
recognition, dataset creation, collective labeling, interrater reliability assessment, Fleiss’ kappa coefficient
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BBenenue

PasBurne connoknbephu3nveckux CUCTEM, KOTOPHIE
o0ecreunBaroT B3aMMO/ICHCTBHE 3HAYNTEIHHOTO YNCiIa
JIOZIEH M Pa3IMYHBIX KOMITBIOTEPHBIX W POOOTH3UPOBAH-
HBIX CHCTEM, COIPOBOXKIACTCS YBEIMUCHUEM KOJIMYECTBA
CITy4aeB MPOSBICHUS I€CTPYKTUBHOTO TIOBEICHHUS, K KOTO-
pOMy, B IIEPBYIO OU€pPE/Ib, OTHOCSTCSI TIPOSIBIICHUS arPECCUU
nmonbMu. Takoe NoBeeHHe 3a4acTyr0 IPUBOANT K HEraTHB-
HBIM TOCJICJICTBHSM, BKJIIOYasi HAHECCHHE Bpea 310Po-
BBIO M THOEIH KePTB aKTOB arpeccuu. Jlist onepaTuBHOTO
pearupoBaHus Ha TaKHe ClIy4an HEOOXOAMMO BHEIpPEHHE
(G PEKTUBHBIX CHCTEM aBTOMAaTHYECKOTO paclio3HaBaHUs
JECTPYKTHBHOTO ITOBEICHHS, OCHOBAHHBIX Ha METO/IAX
MAIIMHHOTO 00y4YeHHsI, KOTOpbIe TPeOyIOT OOIBIINX pe-
MIPE3CHTAaTUBHBIX KOPITYCOB JAAHHBIX, COJECPIKAIINX perre-
BAHTHBIC SIBJICHUSL.

Heo0xoammo 0603HAaYNTH OCHOBHEIE TIPOOIEMBI, BO3-
HUKAIOIIUE MIPU CO3AAHUN KOPITYCOB MHOTOMOJAAIBHBIX
JIAHHBIX arpeCcCUBHOTO MOBECHUS YETI0BEKa:

1) cooTBeTCTBHE JaHHBIX PaCCMAaTPHUBAEMOMY THUILy IO-

BEJICHHsI, KOTOPasi BEIPAKAETCsl B BBIPAOOTKE 00OCHO-

BaHHBIX KPUTEPHUEB OIICHKH MOBEJCHHS, Ky/Ia BKIIO-

YeHBI YaCTHBIC 3aJ]a49H OIPECIICHHUS THIIOB arpecCuH,

BBIJIETICHUE CYIIECTBEHHBIX MPU3HAKOB IS KaKIOTO

THUTIA, OTIPENICIICHHS MOATbHOCTEH JaHHBIX, B KOTOPBIX

BBIPA)KAETCs arpeccus;

2) OAHOTHUIIHOCTBH CHUTYyaIluil, B KOTOPBIX MCIIOTHSACTCS
MOBCACHUC, OJHOTUITHOCTh CI/ITyaHI/Iﬁ MOXKET CIIYXKUTb
KPUTEPUEM JIJIsl TICPBUYHOTO OTOOpa JaHHBIX IS UX
yHHU(pUKALNY;

3) eCTEeCTBECHHOCTH IMOBEIICHHUSI, KOTOpAsi TECHO CBSI3aHA C
mpo0aeMoii 1, Tak Kak eCTeCTBEHHOCTh WIIM CITIOHTAH-
HOCTB TIOBEICHUS HAMPSIMYIO BIUSET Ha COOTBETCTBHE
JTAaHHBIX peaJbHOMY ITOBEICHHIO;

4) BBIOOp aIEeKBATHBIX CIMHUII aHAIIM3A TTOBEICHUS, KO-
TOPBIN CBA3aH C Pa3IMYEHUEM OTAEJIbHBIX JEUCTBUI
JIPYT OT JpyTa ¥ OTPE/ICICHIEM UX BPEMEHHBIX TPaHMII,
JIoKanu3amnueil ”HPOPMaHTOB, YTO OCOOEHHO BAXKHO,
KOT/Ia YYaCTBYIOT HECKOJIBKO YCIIOBEK.

Lesnbto Mccre0BaHMs ABIISICTCS pa3paboTka u anpoda-
U] YHUBEPCAJIBHON METOIUKU CO3/IaHUSI KOPIIYCOB MHO-
TOMOJIAJIBHBIX JaHHBIX, COACPIKAIINX CIIOHTAHHOE arpec-
CHUBHOE TIOBEICHUE PYCCKOS3BIYHBIX HH()OPMAHTOB B XOJIE
MPSIMBIX BHICOTpaHCIsmi B cetu MaTepHer. [loctaBieHa
3a/1aua ImpeoJoICHIsI TPodieM 000CHOBAHUS KPUTEPHEB
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CospgaHve 1 aHannu3 MHOrOMOAANbHOIO Kopnyca AaHHbIX...

OILICHKU MOBEACHUSA, HEAOCTATOUYHOI'O0 Y4€Ta KOHTCKCTa
CHUTYallMU M HEHATYPaJIbHOCTHU ITOBEACHUS.

Hayunast HOBH3Ha NMPEATIOKEHHOW METOMKH COCTOUT
B BbIPa0OTKE KPUTEPUEB OLICHKH arpecCHBHOTO TOBEJIE-
HUSl, KOTOPBIE TIPEACTABISIOT OTACIBHBIC arpeCCUBHBIC
JICHCTBHS U UX CYIICCTBCHHbIC MPU3HAKK. BbIeneHb! eu-
HUILBI aHAJIM3A [IOBEJCHHS: BPEMEHHbBIE CEIrMEHTBI OT/ICIIb-
HBIX arpeCCUBHBIX JCHCTBHI € IOKAIM30BaHHBIMH Ha HHUX
cyObexTamMu arpeccuu. B pamkax ampoOanny METOIUKH
CO3/1aH KOPILyC MHOTOMOJAJIbHBIX JaHHBIX, COAEPIKAILUI
CIIOHTAHHOE arpecCHBHOE MOBEJACHHE PYCCKOSI3bIYHbBIX
UH()OPMAHTOB.

O030p MeTOAMK CO31aHUS KOPIYCOB
NMOBEACHYCCKHUX JAHHBIX

Co3manuio BEIOOPOK arpecCHBHOTO MOBEACHNUS JIOACH
TOCBSIIEH PsJl HAYIHBIX paboT. B padorax [1, 2] paccmo-
TPEHO CO3/]aHNE BBIOOPOK, COJEPIKAIIIX MHOTOMOIAJILHOE
arpeccuBHOE MOBEJCHUE HA BOK3aJIe U B JKEIE3HOIOPOXK-
HBIX BaroHax. OTH pabOoThl UMEIOT CXOXKHE METOIUKH CO3-
JIaHMsI BBIOOPOK JTAaHHBIX: KATETOPHH OLEHKH BBIBOJISITCS
Ha OCHOBE aHaJIM3a HAyYHBIX paboT; aHAIN3UPYIOTCS BBI-
JIeJICHHbIE BPEMEHHBIE CErMEHTBI BU €0 (0e3 JIoKann3anuu
MH()OPMAHTOB) MM PETUTMKHA HH()OPMAHTOB; 3aITNCHIBACTCS
HaWTpaHHOE MOBEJCHHUE; pa3MEeTKa TPOU3BOANTCS TPYIIIOHN
QHHOTATOPOB C BBHIYHMCIECHHUEM CTETICHH COIIACOBAHHO-
cTH uX MHeHHH. B pabote [1] mpuBeneHo comepkaTens-
HOE pacKphITHE KaTeTOPHi OIIEHKH, TOT/Ia Kak B [2] Takas
nH(popMamus oTCyTCTBYeT. B [3] paccMOTpeHBI acIeKTHI
BepOaJIbHOW arpecchy B IIAPHOM B3aUMOJICHCTBUU MEXKILY
HpO(beCCI/IOHaJ'IBHLIM AKTCPOM U UCIBITYEMBIM, Ha KOTO-
pOTo HampaBJeHa arpeccus. 37ech METOUKa CO3JaHus
BOCIIPOM3BOJUT METOMKY U3 [2]. B npyrux padorax [4, 5]
HCCIIE/IOBAaHO HAUTPAHHOE arpeCCUBHOE MTOBE/ICHHE HA BU-
Jeo (Ipyrue MOJaJIbHOCTH He paccMmaTrpuBarorcs). B xone
CO3JJaHUs KOPITYCOB IaHHBIX [4, 5] pa3MeTka BBINOIHSIACH
OJTHUM aHHOTATOPOM, KPUTEPHH OIICHKH MOBEICHUS HE
(hopMynrpoBaNKCh, HPOPMAHTEHI, IPOSIBIIAIOINE arpec-
CHIO, Ha Ka/Ipax BU/ICO HE BRIACISIINCE. PaboTsr [6, 7] mo-
CBSILIICHBI CO3JJAHUIO BBIOOPOK CIIOHTAHHOTO arpeCCUBHOTO
TIOBE/ICHMS], 3AIIMCAHHOTO HA KaMepbl BUICOHAOMIOICHNS.
PasmeTka Takyke BBIMOJHSIACH OJHUM aHHOTaTOpPOM, CO-
JIepKaTelIbHO KPUTEPUH OIICHKHU MOBEJICHHS HE PACKPbI-
BaJIUCh, HC BBIIIOJIHAJIOCH BBIJACICHHUC I/IHq)OpMaHTOB Ha
BHUJIEO.

B [8] packpbIThI acrieKThl METOMKH CO3/IaHHsI BBIOO-
POK, cozepKalux BepOaJIbHYI0 arpeccuio B TEKCTE Ha
PYCCKOM, UCITAHCKOM ¥ TaTapCKOM SI3bIKaxX (JIpyrue MoJaib-
HOCTH HE paccMarpuBaioTcs). PaboTel HHTEPECHBI TEM, UTO
B HHUX COJEPKaTeIbHO OMMCAHBI KPUTEPHUHN OLIEHKH arpec-
CHH, B35ThIC HA OCHOBAaHWN aHAJIN3a N3BECTHBIX HAYUHBIX
paboT; pa3MeTKa BIMOIHATIACH OHUM aHHOTAaTOpoM. Jlist
CMEKHBIX 33Jla4 aHaJIu3a SMOLUNA U HACTPOEHUHN B TEKCTE
IMpHU CO3JaHUM KOPITYCOB JAHHBIX TAKKC BBINTOJHAIACH
pa3MeTka ofHUM aHHOoTaropom [9, 10].

B pabotax [11-14] paccMoTpeHo co3jaHne BEIOOPOK
SMOIIMOHAJIEHOTO TIOBEACHHs1. B HUX nMeroTcs cienyromme
CXOJICTBA: KaTErOPHH OLEHKH OepyTCsl U3 Hay4YHBIX PadoT
0e3 MX COJepPIKATEIbHOTO PACKPBITHS, AaHHOTALHS BBINOJI-
HSIETCSl TyTeM CyOBbEKTHBHOM OLIEHKH I'PYIIION aHHOTATO-

POB CTENEHH BBIPAKSHHOCTH OIPE/ICIICHHOI KaTreropuu ¢
BBIYMCIICHHEM CTETICHN COINIACOBAHHOCTH OLICHOK. YCIIOBUS
CUTyallMH OOBIYHO MOJPOOHO OTHCHIBAIOTCS, OJHAKO HE
BOCITPOM3BO/ATCS ITpH 3arucy. VHpopMaHThI CrienuaibHO
HE BBIICIISIOTCS, CIUHHUIIAMY aHAIA3a CITy)KaT BPEMCHHbBIC
CEerMEHTBI, COOTBETCTBYIOIIHE JEHCTBUSAM U PEIIMKAM
WHPOPMAaHTOB.

006006112 0COOEHHOCTH METOINK CO3IaHNS N3BECTHBIX
KOPITyCOB JTAHHBIX, MOYKHO BBIJICITUTh CIIEAYOIIHE 00IIre
CBOHCTBA: B OOJIBIIMHCTBE pabOT KPUTEPUU OIIEHKH IO-
BEJICHUS COIEPIKATEIbHO HE PACKPBIBAIOTCS; pa3MeTKa
BBITTOJIHACTCA NOCPCACTBOM Cy6’beKTI/IBHOﬁ OLICHKHU I10-
BEJICHUSI, 3a4acTyl0 03 pacKphITHs KPUTEPHEB OLICHKH;
oT/JebHbIC MH(POPMAHTHI Ha BHUJIECO HE JIOKAIU3YIOTCS,
T. €. HCTIPABUJILHO BBEIOUPAIOTCS CAMHUIIBI aHAJIN3A, YTO B
JalIbHEHIIeM 3aTpyaHseT 00paboTKy IOBEICHNUS, €CIH Ha
BUJICO HECKOJIBKO YEIOBEK MO-Pa3HOMY BEIYT ceOsl; 4acTo
MOBEJ/ICHHE 3aMTUCHIBACTCS B TA00PATOPHBIX YCIOBHUSX, T/IE
HE BOCIIPOM3BOJISATCS pealibHbIC YCIOBHSI CUTYallUi, YTO
3aTPYAHSET MEPEHOC PE3yIIbTATOB ITHX BHIOOPOK HA peab-
HBIE ycoBusA. B paboTax, ONMCHIBAIOMINX BEIOOPKH TIOBE-
JICHUS B €CTECTBEHHBIX YCIIOBHSX, HE YIEISETCs IOJDKHOE
BHUMAaHHUE KOHTPOIIIO YCIOBUH 3allUCH M PACCMOTPEHHIO
MOBEACHUA B APYTUX MOJAJIBHOCTAX, OTIMYHBIX OT BUICO.
Kpome Toro, HeoCTaTOYHO MPE/ICTABICHBI PYCCKOSI3bIYHbBIC
KOpITyca, JUIsi KOTOPBIX aBTOPBI Pa3padaThIBaI METOIUKH
OLICHKH MTOBE/ICHHSI.

MeTtonuka co3IaHHSI KOPITYCOB MHOTOMOIAJIbHBIX
JAHHBIX C arPeCCHBHBIM MOBeAeHIEM YeT0BeKa

OOmas cxeMma mpejjgaraeMoil METOJUKH, a TaKXKe
J€Talu, CHeLll/I(l)I/llleIe HEMMOCPEACTBCHHO JIA OLICHKU
arpecCcUBHOIO MOBE/ICHHS YeI0BeKa, IPUBEAEHBI Ha puc. 1.
PaccmoTpuM 3Tarnsl npeIoXKeHHOH METOUKH.

Jrtan 1. AHaIM3 npeaMeTHOIl 0baacTu

BrinesieHne npu3HaKkoB cutyauuii. B pamkax padoTsr
PaccMOTPEHO arpecCUBHOE MOBEICHNE B XO/I€ OHJIAH-BH-
JIEOTPAHCIALMN B ceTn IHTEpHET, KOTOpBIE XapaKTepu3y-
I0TCSI CJICYIONIMMHI aTpUOyTaMH: Ha BHJICO NPHCYTCTBY-
10T HECKOJIBKO YYaCTHHKOB Pa3JIMYHOTO TI0JIa U BO3pacTa,
KOTOpBIE KOMMYHUIIUPYIOT KaK MEXIy cOOOH, Tak U CO
SPUTCIIAMHA TPAHCIIALINWU ITPU TTIOMOIIN PAa3JIMYHBIX CPEACTB
KOMMYHUKaIUU. TpaHCHﬂHI/II/I BEAYTCA B 6OJ'II)HII/IHCTBC
CllyyaeB M3 NOMEUIeHUH (KHJIble M O()MCHBIE TTOMellle-
HUSI, CIIEIUAIBHO 000PY0OBaHHbBIE CTYIUH U T. 1I.) Camu
YYaCTHUKH OOBIYHO PacIioiaratoTcsi mepes KaMepou, CHIs
3a CTOJIOM, CTOS B ITOJIHBIM POCT Wi Jiexka. B xoze TpaHc-
JSIMK MOTYT BO3HMKATh CUTYallUH, KOT/IAa O/IMH WIN He-
CKOJIBKO YYaCTHHKOB HAYMHAIOT MPOSIBISATH (PU3UIECKYTO
WM BepOabHYIO arpeccHio, BBI3BAaHHYIO Pa3IMYHBIMU
MPUYIMHAMH: COCTOSTHUEM OTbSHEHUS, JINYHON HEeTpHs3-
HbI0, KOH(QIUKTHBIMH CUTYalUsIMH U 1.

OnpenesieHne KpUTeprueB OLEHKU (PU3HYECKOIl 1
BepOabLHOIl arpeccun. OnpenenaeHne MOIaIbHOCTEH.
B pamkax ananmza npeaMeTHON 00JacTH OTMpEeAeIIsIoT-
Cs KpUTCPUU OLUCHKH arp€CCUBHOIO MOBCACHUA, CIUHU-
(bl aHAJIN3a, a TAK)KE MOJAJIbHOCTU JAHHBIX, B KOTOPBIX
MIPE/ICTABIICHO ToBeeHUE. B HacTosmeid pabote arpeccust
paccMOTpeHa Kak JeCTPyKTUBHOE MOBE/ICHHE, NCTIONHSIe-
Moe CyOBEKTOM arpeccuu (arpeccopom) Mo OTHOIICHHIO
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Fig. 1. General scheme of aggressive behavior dataset creation methodology

K 00BEKTy arpeccun (3KepTBe), [ETbI0 KOTOPOTO SBISIET-
cs HaHeceHue ymepoa xeptre [15]. Beimennm cremyto-
IUe XapaKTCPUCTUICCKUC MMPU3HAKH TAKOT'O IMOBCIACHUA,
KOTOpBIE€ MOTYT CIIy’KUTh NIEPBUYHBIMU KPUTEPUAMU €TI0
OLIEHKH: 00s13aTeIbHOE MPHUCYTCTBHUE CYOBEKTa arpeccui;
HATIPABJICHHOCTh MMOBE/ICHUS HA BHEIIHUI mpeaMeT (O1y-
MICBJICHHBIN WJIX HEOMYICBICHHBIN ); TOBEICHUE HAHOCHUT
yiep6 o0beKTy HamaaeHus. [[oMUMO KpUTEpHUEB OIICHKH,
JTAHHBIC TIPU3HAKU TAKOKE CITYXKAT JJISI OMIPEICIICHNS CIMHHIIT
aHanmu3a. JTH TMPU3HAKHA OMPEACISIIOT TaKKe SIUHUIIBI
aHaJU3a MPHU pa3MEeTKe BEIOOPKH, KOTOPBHIMU SBISIOTCS
BPEMEHHBIC CETMEHTHI, Ha KOTOPBIX OI[CHUBACTCS ITOBE-
JICHHUE arpeccopa, HaIpaBICHHOTO Ha XepTBy. [Ipu sTom
0003HaYNM HEOOXOIMMOCTh 00S13aTEILHON JTOKAIU3a[NH
arpeccopa, 6e3 4ero oreHKa MOBEJICHUS KaK arpeCCUBHOTO
HE MOXKET 6BITI) BBIIIOJIHCHA.

OreHka MoBeJIeHUs] BHEITHUM HaOJrojaTesaeM OTHO-
CHTCSI K METOJIaM He BKJIIOUCHHOTO BHEIIHETO HAOIIOACHHS
[16] 3a moBeeHUEM, ITTABHOM XapaKTEPUCTUKON KOTOPOTroO
SIBIISICTCS ITOJTHOE UCKITFOUCHUE BIUSHUS HAOIFOIATEIIS, YTO
o0ecreunBacT HATypaTbHOCTh HAOFOIaeMOTO TTOBEACHUS,
a Tak)Ke OOBEKTUBHEIN XapakTep orneHkH. [Ipm3Hakamu
arpecCUBHOTO MOBEICHUS OMPESINM IeHCTBH, OTHO-
3HAYHO OTHOCHIMBIC K TOMY HJIM WHOMY BHUJIY arpecCHul ¢
y4eTOM YCJIOBHH CHTyallnu. BrleneHne nepedns caMmux
arpecCHUBHBIX JCHUCTBUM OCHOBBIBACTCS Ha COJEpIKATElIb-
HOM aHaJIM3e NpPeJIMETHON 00JacTH SIBHOW mpsiMoil (hu3u-
YeCcKoi 1 BepOaIbHON arpecchy, a Takke CTaTUCTUYECKOTO
aHaJM3a Pe3yJbTaToB MPEABAPUTEIBHOIO MOMCKOBOIO Ha-
OJIrO/ICHMS 32 arPECCUBHBIM ITOBEICHHEM PYCCKOSI3BIYHBIX
oJib30BaTeliel B Xo/ie MPsAMBIX BUjieoTpaHcisauuii [17]. B

METOJIMKE B Ka4€CTBE KPUTEPHEB HCIIOIb3YIOTCS KIIACChI
JIeicTBHUi (pU3NYCCKOM (3aXBaThl; KHIAHUE MPEIMETOB;
TOJITYKH; Yaphl, YKYChI; OONIMBaHUE JKUIKOCTHIO; TIJICB-
KH; TIpOYHE aKThl (PU3NYECKOH arpeccun) U BepOaibHOM
(ockopOieHus; yrpo3bl; IpyOble TpHUKa3bl; 0OBUHCHUS,
MOOIIPEHUE HACWIINS; TIPOYNE PEUYEBBIE aKThl) arpecCuu.
[lepeuncrnenHble Kiacchl arpecCUBHBIX JACHCTBHI HE HC-
KJIIOYAIoT JIpYT JIpyTra, T. €. NHPOPMAHT MOXKET OAHOBpE-
MEHHO BBITIOJHATH Oonee ofHOro AeicTus. [lonxpodHoe
coJieprKaTeIbHOE PACKPBITHE KPUTEPHUEB, A TAKIKE ITPUMEPEI
OLICHKH TIOBEJICHNUS JOCTYITHBI B pa3pab0TaHHON HHCTPYK-
UK JUISE Pa3METKH JaHHBIX |,

B pamkax HacTosmen pabOTHI pacCMOTPEHBI BUEO-,
ay[Ho- U TEKCTOBAas MOAAIBHOCTH BBHJLYy TOTO, YTO OHH
Haubosee MOJHO OTPaKAIT (HUIUUECKYIO0 U BepOATbHYIO
NpsIMYIO sIBHYIO arpeccuio (o kinaccudukanun A. bacca
[18]) B x0/1€ NPSIMBIX BHICOTPAHCIISLIUA.

Pa3pa6oTrka anropurma 3KcnepTHOI oneHkH Gusn-
4yeckoil 1 BepOanbHOM arpeccnn. Ha ocHoBaHuu kpute-
pHEB arpecCHBHBIX JCHCTBUI pa3pabOTaH ajJrOpUTM IKC-
TIEPTHOMN OIIEHKH, TPEJICTABIISIONINH TTOCIIEI0BATEILHOCTD
JIEWCTBNI, KOTOPBIE IOJKEH BBITTOJHUTH AaHHOTATOP B XOJIe
Pa3MeTKH P OIICHKE HEONPEICICHHBIX CUTYAIHH.

— Ecnu ouenuBaercs BepOasbHast arpeccHsi, BBITOIHS-
eTcsl IPUBEJCHNE PEIUIMKY MH(POPMaHTa B yTBEP/IH-
TeNbHYI0 (POPMY, €CJIN OHO MMEET BOIPOCUTEIBHYIO,
cokpaiieHuy Ghopmy, GopMy KOCBEHHOU peun Win

I [Dnexrponnsiit pecype]. Pesxxum moctyma: https:/github.
com/cafe1930/AVABOS/blob/main/labelling_instruction.pdf
(mara obpamenwus: 08.08.2024).
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CospgaHve 1 aHannu3 MHOrOMOAANbHOIO Kopnyca AaHHbIX...

CTpajarenabHOro 3anora. [IpuBeseHne BhICKa3bIBAaHUS

K YTBEPAMUTEIBHON (JOpME CHMIKAET HEOIIPEACICHHOCTD

MIPU OLIEHKE PEIUINKU.

— OueHKa OTBETHOIO OBEJICHUS KEPTBBL. JleMOHCTparys
HETraTUBHBIX SMOLIMI 1 OTBETHAsl arPECCHS CBUIETENb-
CTBYIOT 00 ymep0Oe skepTBe U 00 arpecCHBHOCTH JIEii-
CTBHS arpeccopa.

— IIpoBepka HamMUMs aKTOB arpeccuu WHGOPMaHTa 10
WX TIOCJIE OIIGHUBAEMOTO CETMEHTa, YTO CBUAETEIb-
CTBYET B IOJIb3Y arpECCUBHOCTH OLIEHNBAEMOI'0 HHTEP-
BaJIa.

— OrneHka COMyTCTBYIOIIEr0 MOBEACHUS arpeccopa.
JleMoHCTpanus HEraTUBHBIX MOLUM arpeccopoM, He-
BepOabHOE peyeBOe MOBeICHUE (BBICOKHMI TPOMKHUI
TOJIOC), BBICOKAsI JIBUTaTeIbHast aKTHBHOCTD CBUJICTEIIb-
CTBYIOT B [IOJIb3Y HAJIMUUsl arPECCUN.

AJNTOpUTM CIIYXKHT A7 Pa3pelIeHusl CUTyalluii, Korjaa
TIPOSIBJICHUSI arpecCHH HOCSAT HEOUESBHIHBIN XapaKkTep WIN
c;1a00 BBIPA)KEHBI ITyTEM PACKPBITHSI KOHTEKCTA OLCHNBA-
€MOr0 JIEHCTBUS.

Jrtan 2. Cop gaHHBIX. B MHOrOMOIaIBHBIN KOpITyC
JAaHHBIX MTOBEIEHYECKON arpeccuu MoMemaiiuch BUIEO
C OTKPBITBIM JIOCTYIIOM Ha BHJeoxocTHHre YouTube, Ko-
TOpBIE JIOTIOJHUTENILHO (PHUITBTPOBAIMCH COIVIACHO KpHUTE-
pusM, ONUMCAaHHBIM Ha 9Tamne 1, «Beigenenue npusHakoB
CUTYyanui», 4ToObl BCE BUACO YAOBJICTBOPSIIH YCIOBHIO
OJHOPOJHOCTH cojepxkaHusi. OTKPBITHII JOCTYI BUAEO-
Marepuala O3HadaeT IMyOJIMYHYyIO IEMOHCTPALUIO ITOBE/Ie-
HUSI, 9TO HE TpeOyeT MOITyUeHHUS IEPCOHAIBHOTO COTIacus
MHPOPMAHTOB HA aHAJIN3 ITyOINIHO JEMOHCTPHPYEMOTO
TIOBE/ICHMSI.

Pa3merka. BoljejieHne BpeMeHHbIX HHTEPBaJIOB
(puznyeckoii u BepdanbHOI arpeccun. B pamkax pas-
METKH aKTOB (hPH3UYECKOU arpecCHH MePBOOUEPEIHOM 3a-
Jadel ABJISETCSA MX BPEeMEHHas JIOKaJU3alus Ha BUACO.
BI)I}:[CJ'IGHI)I ABHO pa3jIMYUMBIC I'PaHUIbI Ha4YaJIa 1 OKOHYa-
HUS KaK OTJEJIbHBIX IEUCTBUMN, TaK U I10CIEJ0BATEIbHOCTU
OJIHOPOJIHBIX JICHCTBHIA, €CJIM BHYTPU TOM MOCIe10BaTeb-
HOCTH HEBO3MOXHO OTAEIUTH OAHO JIEHCTBHE OT APYTroro.
JIONONMHUTENBHO BBIAEAINCH CETMEHTBI, I1€ OTCYTCTBYIOT
nevictBust puszndeckoi arpeccuu. B ciydae BepOanbHOI
arpeccuy BHIMTOJIHSIACH TOTyaBTOMAaTHIECKasl AHapHu3a-
usl ¥ TPAaHCKPUOMPOBAHUE PETUINK C MCIIOJIb30BAHUEM
Mozenei rmybokoro ooydenns Whisper [19, 20] ¢ ganb-
HeHIeN KOppeKUUel BpyUHYIO IPAHULL U TEKCTA PEIUIHK.
BbljieieHie BpEMEHHBIX CErMEHTOB (DU3UUCCKOM arpeccuu

1 TPAHCKPUOMPOBAHKE PEILTHK BBIITOJIHSIIOCH OCPEICTBOM

nporpammuoro odecrieuenus (I10) ELAN [21].
Jlokanusanus HHGOPMAHTOB HAa KaJApax BHAEO.

BrinonneHa nokaiau3anust Kaxaoro vHGpopMmanra, yda-

CTBYIOIIIECTO B AKTaX arpecChy MPU TIOMOIIH:

— CTPYKTYpPHPOBaHHOTO BEPOAIBHOTO ONMMCAHUS OTINIH-
TEJIbHBIX 0COOCHHOCTEH MX BHELIHOCTH: TIOJI, IpUye-
CKa, onieka, o0yBb U T. 11.;

— JIOKaJIM3aIK OITMCAHHBIX HH()OPMAHTOB MPSMOYTOIIb-
HBIMU PaMKaMH C ITOCIIEYOIIIM [10JTyaBTOMaTHIECKUM
tpekunrom nocpeactsom 110 Video-Label-Tracker!
(puc. 2).

Iran 3. Ilpounecc AHHOTUPOBAHUSA JAHHBIX. AHHO-
THUPOBAHHUE BBIMONHANIOCH ¢ Ucnoab3oBanueM [10 ELAN
(puc. 3) rpynmnoii u3 AT aHHOTAaTOPOB (JIBYX MY>KCKOTO U
Tpex eHckoro nosna). Bospacrom ot 20 no 32 net (cpen-
HuUll Bo3pacT — 26,4 1eT, cTaHJapTHOE OTKIOHEHUE —
4,6 Toya), TP AHHOTATOPA MMEIOT BBICIIEE TEXHHUECKOE
o0pazoBaHue, OMH — CTENEHb KaHANWIATa TEXHUIECKUX
HayK W OAWH SIBISIETCS cTyneHToM. Kaxplii u3 aHHOTaTO-
POB OJKEH OBUI OMPENETUTh HAIN4Ne 00 OTCYTCTBHE
arpeccyy B PEUYEBBIX ACHCTBUSX U ABUTATEIbHON aKTUBHO-
CTH Ka)KI0TO JIOKAJIM30BaHHOTO MH()OPMaHTa Ha BCEX BBI-
JICICHHBIX I HeTO BPEMEHHBIX cerMeHTax. [Ipomecc aH-
HOTHPOBAHMSI BBITIOJIHEH HA OCHOBAHUH KPUTEPHEB OLIEHKH
JICWCTBUI M aJTOPUTMa KCIIEPTHOH OLEHKN (PU3NUECKOit
u BepOanbHOI arpeccun. [1pu 9ToM Ha Ka)J10M OIleHUBae-
MOM CEIMEHTE MOXKET COJIepIKaThCs 0oJIee OHOTO Kiacca
arpeccUBHBIX AeHcTBUH. B X0/1e pasMeTkn aHHOTATOPHI
JIOJDKHBI BBIZICTTUTH BCE BO3MOKHBIE KIACCHI (PU3NIECKOM
1 BepOaNbHOW arpeccu, MposBIsIeMoil HH)OPMAHTOM Ha
OLIEHNBAEMOM CETMEHTE.

BbluncieHHne cTeNeHH COIVIACOBAHHOCTH OLEHOK
AHHOTATOPOB. /|71 OLIEHKH COITIACOBAHHOCTU Pa3METKH
BbIOpaH ko3 dunmeHt (k) dieiicca [22]:

_Pa=Pe

K= 5
1_P,

(1)
rae P, — 71075 COITIaCOBAHHBIX OIEHOK, BBIIIOJTHEHHBIX
aHHOTAaTopamu; P, — 101 0XKHIAeMbIX CIy4YalHBIX OLle-
HOK. BBIOOp OlIeHKH 000CHOBAH TEM, YTO OHA OILCHHBACT

I [Dnexrponnsiii pecype]. Pexum nocryna: Video-Label-
Tracker. https://github.com/cafe1930/Video-Label-Tracker (nara
obpamenus: 08.08.2024).
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- File  Edit
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|
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|

- oEN

Video Label Tracker

7 brensy  Ofommaven

Onucanne obvexta pamkn | Vinaexc Texyuero kanpa:
|

Koppexyta yrnos: saasii Ctrl+3axaras KM s yray pamar | 1 4LUOGmydE(+)_._50.066-60....  person,0 i ‘
Yaanere pank: 3axaToi Alt+knik KM snyTpipamn |2 M (mellstroy)_s Genoii kog... person,] 1 |
|3 M nsicoiii & cepuixwranax...  person2 |
MoxasaTs parecu | | | Obwee komectso kaapos:
| |
TMOKB3aT BCe 3apErHCTPHPOBaHHbIE PaNK | | _—
\ b [yos]
Ty — | S|
TIOKa3aTh OTCHEKHBAENSIE 1 CTEHEPUPOBaHHBIE PaMI = =
= s | CEPOTHTS TPEKED U NepeiTy Ha 3anaHHsi Kaap
. BcsisaIowe | |
[ oma. OKHa HOBBIX PaMOK < - STt
PerucTpays Hosoro ofbexta Autoplay 30 frames
Otwena perncTpawm ecex ofbextos <Mpea. xagp Cnea. xagp >

Puc. 2. IlpumMep BBINIOTHEHHS JIOKATU3aMK HHPOPMAHTOB B porpaMMHOM obecrieduernn Video-Label-Tracker

Fig. 2. An example of informants localization using Video-Label-Tracker program
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Puc. 3. PazmeTka pusmueckoii (a) u BepOanbHoii (b) arpeccunt B mporpaMMHoM obecrieueHnun ELAN
Fig. 3. Labeling of physical (a) and verbal (b) aggression using ELAN annotation tool

COITIaCOBaHHOCTH HECKOIBKUX aHHOTATOPOB, KOTOPBIE pa3-
METHITH BCE PK3EMIUAPHI TaHHBIX B KOPITyCe.

BBuay toro, 4To Kaxkaplil OLEHUBAEMbI BPEMEHHOMN
CETMEHT WJIM PeIlINKa B CIydae OICHUBAHUS (pU3UUIeCcKoit
WITM BepOabHOW arpecCuy MOXKET CojiepkKarh 0oJiee OHO-
To Kjacca ACHCTBUMN, BBIYUCIISIIACH COTNIACOBAHHOCTD pas3-
METKH [T PU3UUECKON U BepOaTbHOM arpecCri B 1IEJI0M;
COYETaHUM KJIACCOB arpEeCCUBHBIX JICHCTBUM, IPUCBaUBAc-
MBbIX pa3HbIMU aHHOTATOPaMU OJHUM M TEM e CErMEHTaM;
OTJETBHBIX KIIACCOB arPECCUBHBIX JCUCTBHI (pU3MUCCKOM
1 BepOaIbHOM arpeccuu.

Pe3ysabTaThl pa3sMeTKH KOPIyca JaHHBIX

[Ipennoxennas mMeToauka Oblia ampoOUpoBaHA Ha
NPaKTUKE, B Pe3yJIbTaTe Yero CO3/aH ayJnOBH3YalbHbIN
KOPITyC JAaHHBIX TOBEJIEHYECKON arpeccuu B Xoje OH-
naiiH-TpaHcisannid Audiovisual Aggressive Behavior in

Online Streams (AVABOS) [23]. Texamdeckne xapakre-
PUCTHKH KOpITyca, IPUBEICHBI B Ta0II. 1.

B cBs13u ¢ TeM, YTO BBINONHSUIACH KOJUIEKTUBHAS pa3-
METKa, KJIACC arpECCUBHOIO AECHCTBUS OIIPEIEIISIICS ITyTeEM
Ma)KOpUTApHOTO FOJIOCOBAHUSL: IIPUCBAUBAJICS KJIACC arpec-
CHBHOTO JICWCTBUSI HA OCHOBAHUU COBIAJCHUM OIICHOK MH-
HUMYM TpeX aHHOTaTopOB 3 MsATH. CTaTUCTHKA 110 KOJTHYe-
CTBY U JUIUTEILHOCTH OTIEIBHBIX ACUCTBUN JUIS KOXKIOTO
MOJIBHJIA BepOaIbHOM U (PU3MUCCKON arpeccuu puBeIicHa
B TaOI. 2. [ToCKONBKY Ha KaKJIOM OICHHBAEMOM CETMEHTE
JIAHHBIX MOXET OBITh 0OJIee OHOTO THIIA arpeCCUBHBIX
NefcTBUH, B TaOM. 2 TakKe MPUBOTUTCS BPEMs U KOJIHYC-
CTBO CEIMEHTOB, /i€ IPUCYTCTBYET KoJoHKa «Hanmnuue» u
OTCYTCTBYET KOJIOHKa «OTCYTCTBHE» (pU3MUCCKON U Bep-
OampHOM arpeccun.

PesynbraThl OLEHOK COITIaCOBAHHOCTH IOCPEACTBOM
ko3 dunmenra dieiicca (1) mpu COBMECTHO# pa3MeTKe
(hu3nueckoii u BepOaNbHOMN arpeccuy MAThI0 aHHOTATOpa-

Tabnuya 1. TexHUUECKUE XapaKTEPUCTUKU Kopiyca TaHHEIX AVABOS
Table 1. Technical statistics of AVABOS

ITapametp 3HavyeHue
OO01mast JNIMTELHOCTD JaHHBIX, C 9490
KonnuectBo nHpOpMaHTOB 231 (167 myxuuH, 64 KEHIUHbI)
KonmyectBo Buneodaiiinos 222
OOt 066eM nanubiX, I'b 1,6
dopmar BuzIEO mp4
Paspenienue Buieo, Mukcenon ot 480 x 270 mo 1280 x 720
YacroTa BUICOKaPOB, KaJpOB/C ot 20 1o 30
Dopmar aynuodaition M4A
KBaHTOBaHME ayAHOCHUTHAJIA, OUT 16
YacToTa AMCKpETU3AINU ayIuocurHana, ['i 44 100
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Tabnuya 2. CraTuCcTHKA JaHHBIX IO JIMTEIBHOCTH U KOJMYECTBY arpeCCUBHBIX ACHCTBUI

Table 2. Time and number of actions statistics

duznyeckas arpeccus

Kunanue Oo6nuBanne Ipoune axTit
Kuace Hamnuue | OtcyrctBue | 3axBarel | Tomuku | Ymapsl A Ykycbl IneBkn | dusnyeckoit
MPeIMETOB JKHIIKOCTBIO
arpeccuu
Jnnrens- 3626 18 678 2704 258 550 14 10 8 0 37
HOCTb, C
Komnu- 2492 9723 1761 179 471 18 9 4 0 21
YECTBO
BepbainbHas arpeccus
Kiacc Hamuune | OrcyrcrBue | OckopOmenust | Yrpo3ss Tpyouie OO6BuHCHUS Toomperne IIpoune peueBbie akThI
MIPUKa3bI HACHIIHS
Jnurens- 4807 2581 1132 512 1089 1520 317 223
HOCTb, C
Komnu- 2699 1870 598 251 696 734 175 129
YeCTBO

Tabnuya 3. 3Ha4eHUS CTETICHU COTTIACOBAHHOCTH OIIEHOK aHHOTATOPOB K ISl (PM3MUYECKOM U BepOabHOM arpeccun

Table 3. Values of interrater reliability « for physical and verbal aggression assessment

Jls pusngeckoii arpeccun

Kunanue Ob6nuBanue Ipoune axTst
O6miee | Coyeranust | OTcyrcTBHE | 3axBaThl A Tomuku | Ymaper | Ykycsl TIneBku (uznueckoit
MPeIMETOB JKHJIKOCTBIO
arpeccuu
0,74 0,68 0,74 0,72 0,53 0,41 0,67 0,87 0,54 0,25 0,09
Jliis BepOaibHOIt arpeccun
O6mee | Coueranns | OrcyrcrBue | OckopOnenust | Yrpossl IpyGuie OOBHHEHUS Hoouperne [Ipoune peueBble aKTHI
MPUKA3bI HACHITHS
0,48 0,48 0,48 0,64 0,69 0,63 0,58 0,50 0,13

Mu npuBeeHbl B Ta0n. 3. Komonka «O0riee» conepxut
OIICHKH COTJIACOBAHHOCTH INPHU Pa3METKE HAIWYHUS WU
OTCYTCTBHSI arPECCHU IO BCEMY KOPITYCY JTaHHBIX, KOJIOHKA
«CodeTtaHus» COICPIKUT OIICHKH COTIIACOBAHHOCTH COBIIA-
JICHUS TIPUCBANBAEMBIX aHHOTATOPAMH PAa3THIHBIX TTOI-
BHUIIOB (U3NYECKOW M BepOAThHOW arpecchu sl OTHHUX
1 TeX K€ WHTEPBAJIOB, KOJIOHKA «OTCYTCTBHE» COICPIKUT
OIICHKH COTJIACOBAHHOCTH IIPH Pa3METKE HE arpeCCUBHBIX
JIEHCTBHI.

Oobcy:xaenune

B pesynbraTe aHanu3a cOTIaCOBAHHOCTH COBMECT-
HOHM pa3sMeTKH (pU3UIECKONW arpecCHuu OBIIU TOTyYCHBI
3HAYEHUS OLICHOK CTEIIEHN COTJIACOBAHHOCTH B IIEJIOM
(k = 0,74). Takoe 3HAUEHHE MOKHO MHTEPIPETUPOBATH
KaK BBICOKHH YPOBEHb COIVIACOBAHHOCTH OLICHOK (Auara-
30H 0,61 <k <0,80 cormacuo [24, 25]). Takxe BbICOKUI
YPOBEHb COIVIACOBAHHOCTH OBLI JOCTUTHYT IPU OILEHKE
COBIIAJICHNUS COYETaHUH KIaCCOB arpeCCUBHBIX ACHCTBUI
(0,68), orcyrcrBus arpeccuu (0,74), OTAEIBHBIX KJIACCOB
«ynapb» (0,67) u «3axsarsd» (0,72). CoBMecTHas pa3MeT-
Ka kinacca «romukm» (0,41) moxaszana cpefHN ypOBEHb
coracoBaHHOCTH OIeHOK (nmama3oH 0,41 <1k < 0,60 co-
mIacHo [24, 25]). Takum 00pa3om, IS KIIACCOB ICHCTBHIA,
TIPE/ICTABICHHBIX B KOPITyCe AAHHBIX HAHOOJIBIINM KOJIH-

4yecTBOM (Tadu. 3), ObUI JOCTUTHYT BEICOKMI MM CPEAHUM
YPOBEHb COTIACOBAHHOCTH; JIJISI MAJIO TPEICTABICHHBIX
KJIACCOB MOJY4EHB! BHICOKHH YPOBEHb COTJIACOBAHHOCTH
(«yKyCBI»), cCpemHuii («0OTMBAaHHE KUIKOCTHIO») U HU3KUH
(«TIIIEBKM», TIPH TOM, ITO B KOPITyCE OTCYTCTBYIOT CETMEH-
TBI, PA3MEUCHHBIE ITUM KJIACCOM XOTSI OBI TPEMsl aHHOTa-
TOpaMH, a TAaKXKe «IPOYNe JEHCTBUA») YPOBHU.

CornmacoBaHHOCTB pa3MeTKH BepOaIbHON arpecCchy Io-
Ka3aya Oosee HU3KUe Pe3ylIbTaThl [0 CPaBHEHUIO C (pu3nde-
ckoil arpeccueil. Tak, 001as OleHKa COIIaCOBAHHOCTH TIPH
pa3merke BepOanbHoii arpeccui (0,48) MHTEpIpeTHpYeTCs
Kak CpeHHUI ypoBeHb. Takke cpeHUi ypoBeHb COIIaco-
BaHHOCTH JIOCTHTHYT IIPH PA3METKE PEIUINK, COAEPIKALIUX
BepOanmpHy0 arpeccuro (0,48), coBmajeHne coueTaHM
OLICHOK KJIACCOB arpeccuBHbIX aerictuil (0,48), kimaccos
«TIOOLIPEHUE HACHIINS» 1 «0OBUHEHMs». [IpH 3TOM Kitacchl
«OCKOPOJICHUSI», «YTPO3BD» U «T'PyObIe IPUKa3bD) JOCTUTIIH
BBICOKOTO YPOBHSI COINIACOBAaHHOCTH. OTMETHM, UTO KITACChI
BepOATBHON arpeccuy MpeACTaBICHBI B KOPITyCe JaHHBIX
6oree paBHOMEPHO, YeM KJIaCChl (DU3MYECKON arpeccuu
(Tabm. 2).

Jlydmiasi, Mo cpaBHEHHIO ¢ BepOaJIbHOW arpeccucii,
COITIACOBAaHHOCTh Pa3METKH (PM3MYECKON arpecCul MOXKET
OBITH 00yCIIOBJICHA HAIMYUEM Yy BepOaJbHON arpeccuu
(hopM, OTIIMYHBIX OT YTBEPANUTEIBHOM, HATMUHIO B KOPITyCe
PEIUINK, COJIeprKaIliX HELEH3YPHBIC MEXK/IOMETHS, a TAKKe
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pa3uyMii B UHTEPIIPETALIMU PEIVIMK aHHOTaropaMu. Takxke
CJICTyeT OTMETHUTD, YTO B JAHHOW PabOTE BBIMIOJIHCHA OIICH-
Ka CIIOHTAHHOTO MOBEJCHUS WH(MOPMAHTOB, YTO TaKKE
MOIJIO CHU3UTh COINIACOBAHHOCTb. B IpYrux M3BECTHBIX
paboTax, TAe BBITOIHSIACH COBMECTHASI pa3METKa arpec-
cun [1, 2] oneHMBaNOCh HAUTPaHHOE TIOBeIeHUEe. B pabo-
Tax, MOCBSIIEHHBIX CMEXHON TeMe CO3TaHUs KOPITyCOB
SMOIMOHATBHOTO ToBeneHus [11, 14], Op TOCTUTHYTHI
CXOXKHE TTOKA3aTeNN COTIIACOBAHHOCTH C TEeMH, KOTOPHIE
MOJYyYeHBI B HacTosAmer padbote. Heobxoaqumo momuep-
KHYTbh, 9YTO pa3MeTKa BBITTOTHSIIACH CTICIIMATUCTAMHU C TEX-
HUYCCKUM 00pa30BaHUEM, KOTOPBIC Pa3MeUasi UCXOIs U3
BBIBEJICHHBIX KPUTEPUEB OIICHKU arpecCuy M alroOpUTMy
onieHKu. McxXo/st U3 3TOro, IOCTUTHYThIE PE3YyIbTaThl CO-
TJIACOBAaHHOCTH CBHUJCTCIBCTBYIOT O IIEJIECO00PA3HOCTH
MIPUMEHEHUS B Pa3METKE BBIPAOOTAHHBIX KPUTEPUEB OICH-
KU arpecCHy, BBIJICIICHUS CANHUII aHAIN3a, UCTIOTH30BaAHMS
pa3paboTaHHOTO aNTOPUTMA OI[CHKH.

3akJjoueHne

B pabote mpencraBieHa HOBasi METOJMKA CO3AHUS
KOPITYyCOB MHOTOMOJIQJIBHBIX JIaHHBIX JUIsI aHAJIN3a CIIOH-
TAHHOTO arpeCcCHBHOIO MOBEACHHS, OTIIMYAOIIAsCs COzep-
JKaTeIbHBIM PACKPBITHEM KPUTEPHUEB OLICHKN (pr3ndecKoit
1 BepOallbHOM arpeccun, alrOpUTMOM HKCIIEPTHON OIICH-
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KH, TO3BOJAIOIMM pazMeuaTb HCOYCBUHBIC IPUMEDPLI
arpeccHi, BBINMOJTHEHUEM COBMECTHOH pa3MEeTKH Ipymnmnoit
AQHHOTaTOPOB CIIOHTAHHOTO MOBEJCHUSI.

[MpemoxeHHast MeToANKa alipoOMpPOBaHa Ha ITPAKTHKE,
B PE3yNbTaTe YEro CO3/aH ayInOBU3yaIbHBIN KOPITyC AaH-
HBIX MoBeneHueckoil arpeccun AVABOS, copepxamuii
CIIOHTAaHHOE arpeCCHUBHOE MOBEJACHHUE PYCCKOS3BITHBIX
MH()OPMAHTOB B XOJ€ MPSAMBIX BHUACOTPAHCISALUNA B CETH
WuTepuer. CoBMecTHas pa3MeTka IMokasasia BEICOKHI ypo-
BEHb COINIACOBAHHOCTH OLICHOK aHHOTAaTOPOB IIPU PA3METKE
(huzmUecKoil arpeccuu 1 cpelHui ypOBEHB NP pa3METKe
BepOanbHOM arpeccuu. [Ipu 5TOM 1pu pa3MeTKe OTIeNIbHBIX
KJIACCOB KakK (PU3NYECKOM, TaK U BepOAIbHON arpeccuu
TaKoKe ObLT IOCTUTHYT BBICOKHH YPOBEHb COINIACOBAHHOCTH
OLIEHOK aHHOTATOPOB. Pe3ynbTarsl OLEHOK CTENEHH COIIa-
COBaHHOCTH MOJATBEP/IMIH LIEJIECO00Pa3HOCTh Pa3padOTKH
HACTOSIIEH METOIMKH.

[Tonxon MOXKET OBITh NCIIONB30BAH /ISl CO3MAHUS BBI-
0OOpOK KaK arpecCUBHOTO, TaK M MHOTO MOBE/ICHUS C yue-
TOM KOPPEKILUH Ha CTIeHU(UKy APYroro THIA MOBEICHNUS.
Pa3smeuennsrit koprmyc AVABOS B manmpHelneM rmiaHupy-
eTcsl MPUMEHSATD TS CO3/IaHus U 00y4eHHsT HEHPOCETEBBIX
MO)]eHeﬁ, MpeaAHa3HAYCHHBIX JIA OJHO- U MHOIOMOJaJib-
HOTO MO[[eJ'II/IpOBaHI/Iﬁ 1 aBTOMaTH4€CKOTO paCrio3HaBaHUsA
CITy4aeB arpecCUBHOTO MOBEACHUS JIIONEH.
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Abstract

Intelligent systems demand interaction with a variety of complex environments. For example, a robot might need to
interact with complicated geometric structures in an environment. Accurate geometric reasoning is required to define the
objects navigating the scene properly. 3D reconstruction is a complex problem that requires massive amounts of images.
The paper proposes producing intelligent systems for 3D reconstruction from single 2D images. Propose a learnable
reconstruction context that uses features to realize the synthesis. Proposed methods produce encoding feature lable
input to classification, pulling out that information to make better decisions. Binary Classifier Neural Network (BCNN)
classifies whether a point is inside or outside the object. The reconstruction system models an object 3D structure and
learns feature filter parameters. The geometry and the corresponding features are implicitly updated based on the loss
function. The training doesn’t require compressed supervision to visualize the task of reconstructed shapes and texture
transfer. A point-set network flow results in BCNN having a comparable low memory footprint and is not restricted to
specific classes for which templates are available. Accuracy measurements show that the model can extend the occupancy
encoder by the generative model, which doesn’t request an image condition but can be trained unconditionally. The time
required to train the model will have more neurons and weight parameters overfitting.

Keywords
intelligent systems, 3D reconstruction, features filter, convolution neural networks, Binary Classifier Neural Network
(BCNN)
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AHHOTaNMA

I/IHTCJ’IJ’IGKTyaHbeIe CHUCTCMbI TpeGymT BSaHMOﬂCﬁCTBHﬂ C pas3sIMYHBIMU CJIOKHBIMU OKPYXKAUIIUMU CpEaaMU.
Hanpumep, po0oTy MOXKeT nMoTpeGoBaThCs B3aUMOJICHCTBOBATE B 0OCTAHOBKE CO CIOXXHBIMH T€OMETPUYECKUMU
CTpyKTypamu. JlJisi NpaBUILHOTO ONpe/eIeHHs 00bEKTOB, MEPEMEIIAIOIIMXCS B IPOCTPAHCTBE, TPEOyeTCsi TOUHOE
reoMeTpuieckoe obocHoBaHHE. 3D-peKoHCTpyKIHS — CIOXKHas 3a1ava, TpeOyromas O0IbIIOro KOTUYeCTBa
n3o0paxeHuil. B pabore mpeiaraercsi co3aHne HHTEIIEKTYAIbHBIX CUCTEM JUlsi 3D-pEKOHCTPYKIUK U3 OTIEIbHBIX
2D-m300paskenuii. Pazpaboran 00y94aeMblii KOHTEKCT PeKOHCTPYKIINH, KOTOPBIN [UISl pean3aiy CHHTE3a HCIIOIb3yeT
oIpesieNieHHbIe IPU3HaKu. M cronb3yemMble MeTOIbI OCYIECTBIISIOT KOJUPOBAHHE IIPH3HAKOB METKH BXOJHBIX JaHHBIX
JUTs KIaccu(UKALNK, U3BJICKas 3Ty HH(POPMALUIO JULS IPUHATHS Oosee 000CHOBaHHBIX pelleHnil. buHapHas cBeprouHas
HeliponHas cetb (Binary Classifier Neural Network, BCNN) kinaccupuuupyet, HaXOIUTCs JIM TOYKA BHYTPH WIIH
cHapykH o0bekTa. CucreMa peKOHCTPYKIMU MOAEIupyeT 3D-CcTpyKTypy 00beKTa U n3ydaeT mapaMeTpbl GuiIbTpa
TIPHU3HAKOB. [ €OMeTpHUS M COOTBETCTBYIOIINE MPU3HAKH OOHOBIISIOTCS HA OCHOBE (DYHKIMHK MTOTepb. O0yueHne MOaeT!
He TpeOyeT C)Karoro HaOIIONCHUS IS BH3yaJIM3allMU 33/1adl PEKOHCTPYHPOBAHHBIX (JOPM U MEPEHOCA TEKCTYPHI.
TTOTOK CeTH ¢ MHOKECTBOM TOYEK MPHBOAHUT K ToMy, 470 BCNN 3aHMMaeT CpaBHUTEIBHO Malblii 00beM MaMsTH
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Single images 3D reconstruction by a binary classifier

U HE OrPaHMYMBACTCS] ONPEACICHHBIMU KJIACCaMU, JJISI KOTOPBIX IOCTYITHBI ma0inoHbl. VccienoBanne TOUHOCTH
METPUKH MOKa3alH, YTO MOJEIb MOXKET PACIIMPHUTh KOJUPOBIIUK 3aHATOCTH C IIOMOIIBIO T'€HEPATUBHON MOJIEIH,
KOTOpas He 3alpalliiBaeT yCIOBHE MOMYUYCHUS H300paKeHUS U MOXKET OBITh 00ydeHa 6e3ycnoBHO. Takum oOpaszom, 3a
BpeMs, HeoOXoanMoe sl 00ydeHHsT MOACIH, CO3AaeTCs OoMbliee KOJTHIECTBO HEHPOHOB M BECOBBIX MEPEOOyUCHHBIX

TapaMeTpoB.

KiioueBble cjioBa

HHTEJUICKTyallbHbIe CHCTeMBI, 3D-peKoHCTpyKIHs, GUIBTp NPU3HAKOB, CBEPTOUHBIC HEHPOHHBIE CETH, TBOMYHBIN

KJ1acCH(UKATOp HEHPOHHBIX CeTel

Cceplaka aas nurupoBanus: Pecern C.A. TpexMepHas peKOHCTPYKIHS OTACIBHBIX H300pakeHUI ¢ TTOMOIIBIO
OuHapHOTO KIaccudukaropa / Hayuno-TexHHYeCKHi BECTHUK MH(POPMAIMOHHBIX TEXHOJIOTHH, MEXaHUKH W ONTHKU.
2024.T. 24, Ne 5. C. 843—-848 (na anru. 513.). doi: 10.17586/2226-1494-2024-24-5-843-848

Introduction

3D reconstruction is a challenging problem and
has been discussed by many researchers and articles. A
traditional 3D reconstruction pipeline takes input images.
First, the camera poses for each image are computed using
structure from motion or bundle adjustment, and then acute
correspondences are computed across [1]. Many techniques
represent output predicted by a deep neural network.
3D reconstruction for further optimization uses point
representation, mesh refinement, or volumetric techniques.
Geometric 3D representation illustrated in Fig. 1.

Voxel representations have been proposed for the
reconstruction task as they are easy to process with neural
networks. With voxel representation limitations, memory
grows cubically in three dimensions. Outputs process at
limited spatial resolution; the chosen coordinate system
defines the voxels [2]. Voxel representations discretize
the 3D space into regular grid cells, 2D and 3D. Mesh
output representations for 3D reconstruction use deep
neural networks. Meshes discretize space into vertices
and faces but are still limited in the number of vertices.
Meshes are patch-based approaches to self-intersections
and non-watertight meshes. Mesh predictions by the neural
network need help for output representation, where mesh
needs a specific template to deform a mesh model instead
of an explicit output representation. Point sets are another
representation recently considered as output for neural
networks. Point sets discretize the object’s surface into 3D
points to model the connectivity. Existing approaches could
be more extensive in several points that can be processed.
Local shape information is hard to encode; thus, point set-
generating networks involve global shape encoding. The

discretized
volume

Points in 3D

N
I voxel
N \.
51 cube
KN A
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ST
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Voxel

Fig. 1. Geometric 3D representation

images have local and global information, but the essential
local features are accurate. To examine further, add more
details to the regional features. The idea of using the local
and global features was investigated. The paper proposes
an implicit output representation that does not require any
discretization. It can parallel model arbitrary topology
and arbitrary resolution on the Graphics Processing Units
(GPU) and input as many points as fit into GPU memory.
The method is not restricted to specific categories for
available templates with comparable low memory; instead
of having a deeper, fully connected network, proposed
3D convolutions are similar to convolutions on the 2D
image space. The 2D convolutional network operates on the
image domain. The 3D points query the image depending
on the projection of the 3D point that falls into that
image. Reconstructions were obtained for both geometry
and feature representation. Models produce accurate
reconstructions for huge spaces.

Literature review

Remarkable progress has been made in 3D
reconstruction, mainly credited to the rise of neural
implicit modeling and advancements in differentiable
rendering. Learning systems can learn dense, high-fidelity
3D from multi-view camera images. 3D reconstruction
from a single image is challenging because it involves
exploitation, visualization, and extracting information from
images. The classical explicit representations differentiable
rendering algorithms allow us to learn representations
from 2D supervision only from RGB images [3]. Define
a differentiable rendering algorithm architecture that
combines geometry and appearance prediction [4]. The
image encoder takes a 2D image and produces a global
latent code for that image [5]. In [6], the forward and
backward paths of the network are defined. The forward
path corresponds to the rendering path [7]. The model
can handle geometric details for entire scenes for single
objects. The model leads to fewer occlusion artifacts
than previous novel view synthesis baselines [8] which
presented representations from 2D images, encode the
input 3D shape using a point encoding into a global shape
encoding and render the 3D shape into a depth map. 3D
surface un-projection through the camera matrix was
made for every pixel corresponding to the depth map
[9]. Network architecture for predicting occupants has an
encoder [10, 11]. The encoder depends on the condition of
either a 2D image or a 3D point and on rough voxelization
[12]. The encoder produces a set of conditioned layers.
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These layers are conditioned on encoding and finding the
3D point location [13]. The shape encodes and predicts an
RGB color value. Build generative versions of the model
using adversarial loss encoder images. Single image texture
reconstruction has the 2D input image and a 2D novel view
synthesis baseline results. Synthesis baseline is hard in 2D
to 3D translation. Building a model has investigated the
representation power of the model reconstruction loss gain
encoder [14, 15].

The predicted Neural Network (NN) model takes a
point and passes it to a given image condition where the
dots are the centers of the voxels [16]. 3D point queries
the features using the neighbor interpolation technique.
Integrate multiple views and get more precise results on the
back of the model [17]. The work [18] combined the idea of
implicit representations with primitive-based shape models.
From [19] they proposed the universal differentiable
renderer for NN representations. The work is considered
the normal light location, and the 3D point matches the
texture fields for the color value. Pixel- and feature-based
reconstructions are performed in low and high-frequency
domains. The fused view produced high-quality sentences.
The paper found an analytic solution in comparison to a
connected network. Instead of representing the 3D shape
explicitly, consider the object implicitly as the decision
boundary of a Binary Classifier Neural Network (BCNN)
classifier. First, the NN geometry must be extracted in a
post-processing step which consumes time. The extension
to 3D is complex due to dimensionality. The 3D network
operates on a fully connected network that has interpolated
the features from the 2D image. 3D convolutions have
to generate a 3D feature volume. The feature gets as
input and predicts 3D object location based on authentic
images.

Single image 3D reconstruction

The framework covers two main parts: the learned
feature module and 3D pixel reconstruction. The points
set the generation network and detect occupancy results.
Fig. 2 shows the framework stages. We want to know
how to extract information from collected images over
time and how to represent the surface and change in
3D reconstruction. The classifier network loses a lot of
geometrical detail through occupancy flow, suffering from
dimensionality. Areas outlined in the boundary contained
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Fig. 2. Proposed stages

on the surface have a significant effect on allocations.
The method assumes two hypotheses to produce more
autonomous, robust, and safe results.

Stage 1. Relying on local information puts certain
constraints on the encoding image. Investigating regional
and global features to label them and the global context
assisted in representing 3D.

Stage 2. The data set includes different variations in the
single image where a features filter is applied to the labeled
image. The BCNN network was tiny to determine whether
this small patch shows evidence of possibility. Fig. 2 shows
the proposed stages. Stage 1 learns features to predicate the
shape of an object from a given input image. In stage 2, the
establishment field is discovered using the already trained
modules in this stage.

In training, the system doesn’t require any form of
compressed supervision. It learns only from unpaired
single-image collections and corresponding feature masses.
Once discovered, it reconstructs 3D geometry and models
dense correspondences from a single image. These features
guide the established reconstruction of BCNN in input
geometry. The learned point features are concatenated with
the 3D point deformations. 3D shapes are rendered into
a depth map by projection through the camera matrix to
query 3D points on the surface. Every pixel corresponds
to that depth map to get the color value 3D point and link
texture. We output the texture in 3D location on the shape
encoding, and the image encoding to reconstruct 3D.

Features labels

Image features are detected based on local and global
spatial geometry. Many criteria are used to identify
features, and there are different ways of using those
criteria. Compute image information which distributes
first-order spatial derivatives based on orientation. The
edges show up as sharp changes in pixel values in the
derivative. The edge locations correspond to the minimum
and maximum derivatives. Measure the edge sharpness
minima and maximum derivatives which are helpful in
obtaining magnitudes. The edge locations can be further
isolated using local intensity. Corners are detected by first
noticing edges where those edges intersect. The corner filter
function is detected based on gradients. The features are a
number list showing each point position and orientation.
A vital feature characteristic is that they are relatively
unaffected by scale translation, rotation, and brightness
changes. The main idea behind a convolutional neural
network is using filters. These filters are responsible for
detecting the features or patterns in the image. Many filters
pass on the image individually to generate a label. Labeled
images are generated by using a filter of 3 x 3 pixels. The
total number of parameters in this is only 9, significantly
reducing the number of parameters to train. A single layer
of a convolutional neural network will use many filters
which might detect the corners, edges, and orientation.
These filter results will be passed in parallel onto the further
layers which label the features associated with the image.
Binary classification is a supervised learning method; a
training sample includes input and corresponding labels.
Data is labeled before training.
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A single layer of a convolutional neural network uses
many filters. Three filters are used to get three different
images. The entire convolution operation gives small values
as parameters to train. After model training, these parameter
values take a specific value which can detect the associated
features from the images.

BCNN classifier

The classifier considers the object surface as the
decision boundary instead of explicitly the total 3D shape
representing. The BCNN classifies a point as inside or
outside the object depending on classifier function fg in
the following equation:

Jo(p, x) = R3x — [0, 1],

where R3 is 3D location; R3 € (p, x); p is input point; x is
encoding image conditions; [0,1] is occupancy probability;
O is neural network parameter.

The occupancy networks update filter feature
parameters followed by reconstruction loss. Labels used
by the BCNN to detect occupancy points can refine the
boundaries. BCNN implicit features models have effective
output representations for shape, appearance, materials, and
location. Assume the four points are inside, and the rest are
outside. Then, iterate at times until the desired resolution is
obtained. Fig. 3 shows that the red points are classified as
inside, and the blue points are classified as outside. All the
blue points have a low occupancy probability close to zero.
The red points should be classified as outside and have a
high occupancy probability close to one.

The input points network uses the number of points
K equals three times the 3D coordinates. The output
for each K point is the involved probability value. The
classification loss function assumes the ground truth
occupies the label for each 3D point that trains the
equation below. The loss function updates the prediction
parameter @ while training.

K
Loss(D), = 21 Loss(fo(pijxi)s 0ip),
~

where K randomly sampled 3D points p;j; 0;; observation
dataset.

Parameters @ takes input 3D location, three coordinates,
and a condition vector. The occupancy value of the
reconstruction model at time equals zero. Compare this
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Fig. 3. BCNN occupies probability (a) detect grid points, (b)
evaluate voxels and (c¢) mark surface points

occupancy value to the actual occupancy in observations of
the corresponding point location given the image condition
corresponding to this label. Fig. 4 represents the shape only
at a single point using a 3D occupancy network that can
recover geometric detail.

The mapping between the object space and the 3D
space points is based on a signed distance-driven functional
mapping. A sign-distance generator on the corresponding
encodes is used to learn the 3D shape and correspondence
field jointly. Signed-distance evaluates the texture field at
this predicted surface point and inserts the color value at
that corresponding pixel location.

The time limitation of the traditional simple neural
network, while dealing with the images, can affect the
model performance. The number of operations performed
will be significant, and we might need help handling them
correctly. Identifying the features from the images permits
us to reconstruct the presence of the object automatically
in 3D. The BCNN allows the processing of many filters in
parallel, significantly reducing time consumption. The only
additional time is taken in the filter slice which is still much
less than time would have taken by training a simple neural
network. Fig. 5 shows the classification that produces labels
for an image dataset containing single images. The dataset
involves online images of radio, telephone, stairs, sink, car,
bin, cabinet, and balcony stone. The results were obtained
with a proposed model compared to novel view synthesis
baselines.

Fig. 5 shows results that investigated the model power
of representation 3D. The first raw is the ground truth
example while the second shows label-encoded results.
The third raw is to display the overfitting of the texture
and object.

The accuracy measurement of the learning model
calculated the number of data points detected correctly
by comparing the image containing evidence with ground
truth. These results are predicted from a single image by
combining the implicit representations with primitive-
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—

Fig. 4. Mapping 3D point
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Fig. 5. Reconstruct 3D

based shape models. The high accuracy of the model needs
to be corrected in labeling and distinguishing between
relevant and irrelevant data. Four measurements are applied
to examine the results: precision, recall, chamfer-L1, and
Intersection over Union (IoU). Precision is calculated by
dividing the predicted label from the overall accurate label.
Recall measures the number of relevant elements detected.
The recall percentage gives the probability that a randomly
selected relevant item from the data set will be detected.
Distance chamfer-L1 calculates similarity between set
point distance. IoU quantifies the similarity between the
predicted bounding and the ground truth. Table displays the
model evaluated by accurate measurements.

Precision and recall are calculated to select the
suitable model. Recall quantifies the number of positive
predictions from all positive examples in the data set.
Find the intersection between the two boundaries and the
second portion, the union between the ground truth and
the predicted. IoU is used for evaluation in the field of
object detection. Table displays the results of the generative
model showing that latent space interpolations have the
same appearance code for different geometry encoding.
Smoothing applies acceptable geometric detail structures

Table. Accuracy measurements

Object Recall Precision | Chamfer-L1 IoU
car 0.892 0.874 0.291 0.781
recycle bin 0.901 0.910 0.109 0.690
cabinet 0.868 0.849 0.251 0.589
balcony stone | 0.859 0.861 0.194 0.609
telephone 0.871 0.880 0.201 0.698
radio 0.909 0.893 0.099 0.794
stair 0.790 0.802 0.301 0.805
sink 0.793 0.799 0.273 0.789
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Conclusion
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conditioning for real data. It is necessary to input a single
image to learn features filter parameters, and then image
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Abstract

Malware analysis is the process of dissecting malicious software to understand its functionality, behavior, and
potential risks. Artificial Intelligence (Al) and deep learning are ushering in a new era of automated, intelligent, and
adaptive malware analysis. This convergence of Al and deep learning promises to revolutionize the way cybersecurity
professionals detect, analyze and respond to malware threats. This paper proposed a Deep Neural Network (DNN)
model built from features selected by ANalysis Of Variance (ANOVA) F-test (DNN-ANOVA) to increase accuracy by
identifying informative features. ANOVA is a feature selection method used for numerical input data when the target
variable is categorical. The top k£ most relevant features are those whose score values are greater than a certain threshold
equal to the ratio between the sum of all features scores and the total number of features. Experiments are conducted
on CIC-MalMem-2022 dataset. Malware Analysis is performed using binary classification to detect the presence or
absence of malware and multiclass classification to detect not only the malware but also its type. According to the test
results, DNN-ANOVA model achieves best values of 100 %, 99.99 %, 99.99 %, and 99.98 % in terms of precision,
accuracy, F1-score and recall respectively for binary classification. In addition, DNN-ANOVA outperforms the current
works with an overall accuracy rate of 85.83 %, and 73.98 % for family attacks and individual attacks respectively in
the case of multiclass classification.
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Obfuscated malware detection using deep neural network with ANOVA feature selection...
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AHHOTaNMA

AHanu3 BpeJIOHOCHOTO MPOTPAMMHOI0 00€CIeueHus] BKII0YAeT HCCIe 0BaHNe (PyHKIIMOHANBHOCTH, TOBEACHHUS
1 TOTCHIHATbHBIX PUCKOB. MICKyCCTBEHHBIH MHTEIIEKT U INTyOOKoe 00ydeHHEe OTKPHIBAIOT BO3MOXHOCTHU
aBTOMAaTU3UPOBAHHOTO, HHTEJICKTYaIbHOTO M aJalTHBHOTO aHAJIM3a BPEAOHOCHOTO IMPOrPaMMHOT0 00ecIeueHusI.
B pabore mpennaraercst Mmoxens Tirybokoit HeliponHoii cetu (Deep Neural Network, DNN), co3nannast Ha ocHOBe
NIPU3HAKOB, BEIOPAHHBIX ¢ moMolnbio F-recta nucnepcnonnoro anamusa (ANalysis Of VAriance, ANOVA), mis
HOBBIILICHNUS] TOYHOCTH PACIIO3HABAHMS ITyTeM BbIsiBIIeHUs nH(opMaTuBHbIX pu3HakoB. DNN-ANOVA npencrasisier
c000if MeTOJ BHIOOpA MPU3HAKOB, MCIIOJB3YCMbIN I aHAJIN3a YMUCIOBBIX BXOJHBIX JAAHHBIX, KOIJa IIeJeBas
HepeMeHHas sBisieTcs kareropuainbHoi. K Hanbonee peneBaHTHBIM IIPU3HAKAM OTHOCSATCS T€, 3HAUCHUS OLEHKU
KOTOPBIX MPEBBIMIAIOT ONPECTCHHBIN OPOT, PAaBHBIH OTHOIIEHHIO CYMMBI OLIEHOK BCEX MPH3HAKOB K O0IIEMY YHCITY
MPU3HAKOB. DKCIIEPUMEHTHI BBINOTHEHBI Ha Habope manHbix CIC-MalMem-2022. [IpoBenen ananu3 oOHapyKeHHS
WU OTCYTCTBUSI BPEIOHOCHOTO IIPOTPaMMHOT0 00ECHEUEHH s C UCIIONb30BaHNEeM OMHAPHOH KIIacCH(DUKAIINHY, a TAKXKe
MIOJIMHOMHAIIBHON KITaccU(UKaluy Uit onpeneneHus ero tuna. CormacHo pesynsraraMm F-tecra, monenms DNN-ANOVA
Jocturaet Hamrydiux 3HadeHuii: 100 % — precision, 99,99 % — accuracy, 99, 99 % — F1-score u 99,98 % — recall
Juist GuHapHoi knaccudukanuu. Kpome toro, DNN-ANOVA npeBocxomuT Texyiiue paboTsl ¢ 0OIMM [TOKa3areieM
ToYHOCTH (accuracy) 85,83 % 11t rpynnoBsix atak ¥ 73,98 % Juist MHAMBUYa bHBIX aTaK B CIy4ae MOJIMHOMHAIBLHON
KJIaccupHUKaImu.

KiroueBble cii0Ba
0o0OHapy>KeHHE BPEIOHOCHOTO MPOrpaMMHOro odecnedenus, rmybokoe o0ydenue, BbIoop npusHakoB ANOVA, GnHapHas
KJaccuuKanus, NOTMHOMHUATbHAS Kiaccu(ukamnys, Habop JaHHBIX
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OOHapyXKeHUE CKPBITOrO BPEIOHOCHOTO MPOTPAMMHOTO 00ECIIEYeHHS C MCIOIb30BaHUEM ITyOOKOH HEHpOHHOU
cetu ¢ Beibopom npuzHakoB ANOVA Ha Habope nanubix CIC-MalMem-2022 // HayuyHo-TeXHHYECKUI BECTHUK
NHGOPMAIMOHHBIX TEXHOJOTUH, MexaHuku u ontuku. 2024. T. 24, Ne 5. C. 849-857 (ma anri. s3.). doi:

10.17586/2226-1494-2024-24-5-849-857

Introduction

Malware, or malicious software, refers to various
programs designed to harm devices, steal data, or monitor
user activities without their knowledge [1]. It includes
worms, viruses, trojans, ransomware, and spyware, which
can infect networks and devices [2]. Malware spreads
through methods like USB drives, collaboration tools,
and drive-by downloads, and is used for purposes, such as
stealing passwords [3], accessing confidential data [4], and
deceiving governments.

The rapid increase in internet-connected devices
has posed significant challenges for malware analysts,
researchers, and antivirus companies [5]. Cybercriminals
increasingly use the internet for illegal activities, such
as financial fraud, data theft, and unauthorized access to
systems. In response, researchers have developed new
security measures to combat evolving malware. The term
“malware” now broadly encompasses any malicious
program that compromises the confidentiality, integrity,
and availability of systems, networks, or services, whereas

previously all such programs were referred to as computer
viruses.

The cyber world is essential to daily life, enabling
services like networking, banking, and shopping. However,
it also brings significant threats, with malware being one of
the most dangerous. The growing volume and complexity
of malware make it increasingly difficult to identify and
classify [6]. Traditional methods like signature-based
detection, along with static and dynamic analysis, are
becoming less effective against new malware variants.
As a result, there is growing interest and ongoing research
in developing more effective methods for malware
classification and detection [7].

Artificial Intelligence (AI) has experienced various
cycles of interest and decline since its beginnings in the
late 1940s, but recent advancements in Machine Learning
(ML) and Deep Learning (DL) have solidified its role as
a transformative technology. Al now impacts nearly every
aspect of life, including information security [8], where it
is particularly valuable in combating the vast and costly
threat of malware. Al-powered algorithms can analyze
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file behavior to detect and classify malware, reducing the
workload on security analysts and speeding up detection.
Despite its effectiveness, Al has limitations such as false
positives, but its role in malware detection is expected to
grow as the technology evolves [9].

This paper proposes developing a deep neural
network to detect and classify malware using the CIC-
MalMem-2022 dataset. To improve accuracy, the study
involves a pre-processing step that includes feature
selection using the ANalysis Of Variance (ANOVA) F-test
to identify the most relevant features. The analysis covers
both binary and multiclass classification, targeting family
and individual malware attacks. The Python scikit-learn
library is used for implementing the feature selection
method.

Related works

Several studies have explored malware analysis
using ML. One such study [10] evaluates various ML
classifiers for anomaly detection, malware detection,
and Intrusion Detection Systems (IDS). The authors
also propose a methodology to integrate these ML
models into a real-world network security framework,
discussing the challenges faced during implementation
and the solutions developed to address them. The
authors in [11] focus on using ML to detect malware by
analyzing memory dumps. They created a new dataset
that includes various ransomware types (like BlackCat
and REvil) and benign samples. Different ML models
were tested, with XGBoost performing the best. The study
in [12] introduces a Multi-Attack Detection Framework
(MMAD) combining DL methods — Convolutional
Neural Network (CNN), Deep Neural Network (DNN),
E2E architectures, Recurrent Neural Network (RNN),
and Multi Level Platform (MLP) — to detect 11 malware
types effectively. Review [13] summarizes and evaluates
recent ML and DL contributions to malware detection and
suggests future research directions. Sharjeel et al. in [14]
propose a DL-based classification method for malware
detection in IoT environments. Their methodology includes
preprocessing (data cleaning, scaling, etc.), applying an
ensemble of CNN and Long Short-Term Memory (LSTM)
techniques, and comparing model performance. Xiaofei et
al. [15] introduce a new malware detection model using
dimensionality reduction and auto-encoder techniques
tested on an Android dataset with promising results. Akhtar
and Feng [16] developed a malware detection system
using Decision Tree (DT), CNN, and Support Vector
Machine (SVM). DT achieved the highest accuracy at
99 %, followed by CNN at 98.76 %, and SVM at 96.41 %.
Shafin et al. [17] proposed a system combining CNNs
and bidirectional LSTMs to detect obfuscated memory
malware on resource-constrained devices, using models
called CompactCBL and RobustCBL. Mezina and Burget
[18] introduced an extended convolutional neural network
for classifying obfuscated malware in memory dumps,
outperforming traditional classifiers like Decision Tree,
SVM, and Random Forest in both binary and multi-class
classification.

ANOVA F-Test Feature Selection

Feature selection is the process of reducing the number
of input variables to those that are believed to be most
useful for predicting the target variable. The goal is to
decrease both the computational cost of modeling and,
in many cases, to enhance the model performance [19].
Feature selection is typically straightforward when dealing
with real-valued input and output data, as it can be done
using methods like Pearson’s correlation coefficient.
However, it can be more challenging when working with
numerical input data and a categorical target variable [20].
When dealing with numerical input data and a categorical
target variable, two of the most commonly used feature
selection methods are the ANOVA F-test statistic and the
mutual information statistic [21]. ANOVA is a parametric
statistical hypothesis test for determining whether the
means from two or more samples of data come from the
same distribution or not. The results of this test can be
used for feature selection where those features that are
independent of the target variable can be removed from
the dataset [19].

Methodology

Dataset description

The obfuscated malware dataset is designed to evaluate
memory-based detection techniques for concealed
malicious software. It includes common malware types
like Spyware, Ransomware, and Trojan Horses, making
it suitable for testing detection systems [22]. To closely
mimic real-world conditions, the dataset uses a debug mode
during memory dumps, ensuring the process is not visible,
similar to an average user’s experience during a malware
attack. The dataset is balanced with 50 % benign and 50 %
malicious samples, totaling 58,596 records, evenly split
between 29,298 benign and 29,298 malicious memory
dumps.

The CIC-MalMem-2022 dataset includes three main
malware families: Spyware, Trojans, and Ransomware.

— Spyware. Infiltrates systems without user consent,
monitors activities, and collects data, posing serious risks
like identity theft and data breaches [23-25].

— Trojan. Disguises itself as legitimate software to
deceive users and gain unauthorized access, often used to
steal financial information [26, 27].

— Ransomware. Encrypts or locks systems,
demanding payment to restore access. Typically financially
motivated, but can also have political or ideological
motives. Prevention and increasing attack difficulty are
key protective measures [28-31].

Data pre-processing

Before starting pre-processing task, it is typically to
use a separation of data into training and test set. The
training set is into validation set and training set. Test
size and validation_split arguments are set to 0.2 and
0.2 respectively.

In this work, CIC-MalMem-2022 dataset contains
55 features and two targets called “Class” and “Category”.
“Class” target is used for binary classification while
“Category” target is used for multiclass classification.

Hay4HO-TeXHNYECKNI BECTHUK MHDOPMALMOHHbBIX TEXHONOMUIA, MEXaHUKN 1 oNTukn, 2024, Tom 24, N2 5
Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2024, vol. 24, no 5

851



Obfuscated malware detection using deep neural network with ANOVA feature selection...

A bar chart of the feature importance scores for each
input feature is created (Fig. 1). This clearly shows that
some features might be the most relevant (according to test
statistic) when comparing to others and that are the most
relevant. Since the used dataset has numerical inputs and a
categorical output, we opted for the ANOVA method where
a threshold value for selecting the most relevant features is
given according to the following formula:

N-1
Threshold = Y score(i)/N,
i=0
where score(?) is the test statistic value for feature i (value
indicated on the y-axis of Fig. 1), and N is the number of
features where the value is different to “nan”.

For each dataset feature, score parameter represents the

F-statistic calculated as [32]:

F = MSB/MSE,

where MSB is the Mean Sum of Squares between the
groups, and MSE is the Error Mean Sum of Squares.

MSB is calculated by dividing the Sum of Squares
(SS) between the groups by the between group degrees of
freedom. MSB is given by the following:

MSB = SS(Between)/(m — 1),

where SS(Between) is the Sum of Squares between the
group means and the grand mean.

There are m — 1 degrees of freedom associated with the
factor of interest when m groups are compared.

MSE is calculated by dividing the Sum of Squares
within the groups by the error degrees of freedom. MSE is
given by the following:

MSE = SS(Error)/(n —m),

where SS(Error) is the sum of squares between the data
and the group means. There are n — m degrees of freedom
of error when 7 total data points are collected and m groups
are compared.

The k most relevant features are calculated with the
following equation:

k= {Features|score > Threshold}.

In the dataset, the 16 most relevant features were
selected using the ANOVA F-test. These features were
retained based on their high relevance scores, as shown
in Fig. 1, which also includes a threshold value. Since all
features are numerical, feature scaling was essential to
normalize the data, making the values comparable. The
categorical target variable, “Class” was encoded for binary
classification (Benign = 0, Malware = 1). For multiclass
classification, the “Category” target values were encoded
as 0, 1, 2, and 3, representing benign, trojan, ransomware,
and spyware, respectively. For more detailed classification,
the “Category” values were encoded from 0 to 15.

Proposed architecture

The model is a sequential neural network with four
hidden layers. The first hidden layer has 512 neurons and

150,000+

$100,000-

S

wn

50,000 h
| !

0 20 40
Features

Fig. 1. Bar Chart of the Input Features vs. the ANOVA F-test
Feature Importance

expects 16 input variables, while the subsequent layers
have 256, 128, and 64 neurons. The output layer varies
depending on the classification task: 1 neuron for binary
classification, 4 neurons for detecting malware families,
and 16 neurons for detecting individual malware types.
The ReLU activation function is used for hidden layers,
with sigmoid for binary output and softmax for multiclass
output. L2 regularization is applied to prevent overfitting.
The model is trained for 500 epochs with a batch size of
256, using accuracy as the evaluation metric and Adam
optimizer with a 0.001 learning rate. The loss functions
used are binary cross-entropy and categorical cross-entropy,
depending on the task.

Results and discussion

Binary classification

The CIC-MalMem-2022 dataset is a balanced dataset
with 58,596 records, equally split between benign and
malicious samples. It is designed for binary classification,
distinguishing between benign and malware instances using
the “Class” target variable. The model built for this task
achieved near-perfect performance, with 100 % precision,
99.99 % accuracy and F1-score, and 99.98 % recall on the
test set. The confusion matrix (Fig. 2) confirms the model
effectiveness, showing very few errors in classifying the
samples, making it highly reliable for malware detection
in cybersecurity.

Multi-class classification

The CIC-MalMem-2022 dataset, designed for
obfuscated malware testing, includes malware families
like Trojan Horse, Spyware, and Ransomware, making
it suitable for multiclass classification. Two types of
multiclass classification are discussed: one for identifying
the malware families (Trojan, Spyware, Ransomware) and
another for classifying individual attacks within each family.

Detection of malware families. The CIC-MalMem-2022
dataset includes a target variable called “Category” which
contains values for benign samples and three malware
families: trojan, ransomware, and spyware. The malware
names were standardized by renaming all entries starting
with “ransomware-" “spyware-", and “Trojan-" to
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Confusion Matrix

Actual
Benign

Malware

Benign Malware

Predicted

Fig. 2. Confusion matrix for binary classification

Table 1. Number of Instances in case of malware families

Type Number of instances
Benign 29,298
Spyware 10,020
Ransomware 9,791
Trojan 9,487
“ransomware”, “spyware”, and “trojan”, respectively,

resulting in four classes: one for benign samples and three
for the malware families.

Table 1 summarizes the occurrence of different types
of instances in the “Category” target. The dataset contains
29,298 benign instances, followed by 10,020 spyware
instances, 9,791 ransomware instances, and 9,487 trojan
instances.

The DNN-ANOVA model achieved an accuracy of
85.83 %, with precision, recall, and Fl-score all at 86 %,
indicating strong performance and a good balance between
precision and recall. The confusion matrix shown in Fig. 3
provides a visual representation of the model accuracy for
multiclass classification, specifically in detecting malware
families, such as trojan, ransomware, and spyware.

Detection of individual malwares. The “Category”
target in the CIC-MalMem-2022 dataset includes 58,596
records, evenly split between benign and malicious
samples. The malicious records are categorized into three
main families — trojan, ransomware, and spyware — each
further divided into subfamilies with five types of attacks.
Overall, the “Category” target can take 16 values: one for
benign samples and 15 for individual malware types. Fig. 4
illustrates the distribution of these malware families.

Table 2 details the number of instances for various types
of malware and their subtypes in the “Category” target. The
most common type is benign with 29,298 instances. Among
the malicious types, “spyware-transponder” is the most
frequent with 2,410 instances, followed by “spyware-gator”
with 2,200 instances. For ransomware, the most common
subtype is “shade” with 2,128 instances, and for trojans,
“refroso” is the most prevalent with 2,000 instances.

Confusion Matrix
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Fig. 3. Confusion matrix for malware families detection

Simulation results show that DNN-ANOVA model
achieves accuracy of 73.98 %, and precision, recall, and
F1-score, all of 74 %. Fig. 5 shows the confusion matrix for
individual attacks detection of the defined dataset.

Comparative study

This section provides a comparative study of our
work with previous research. Table 3 compares Mezina
and Burget [18], RobustCBL [17], CompactCBL [17] and
DNN-ANOVA (proposed work) with respect to accuracy,
precision, recall and F1-score. The DNN-ANOVA model
has the highest accuracy, precision, recall, and F1-score

Complete dataset breakdown
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Refroso, 200

Scar, 200

Reconyc, 157

/ 180Solutions, 200
(74 Coolwebsearch,
200
‘« Gator, 200
w Transponder, 241

TIBS, 141
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Pysa, 171
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Shade, 220

Fig. 4. Complete dataset breakdown!

LT, Carrier, P. Victor, A. Tekeoglu, and A. H. Lashkari, “CIC-
MalMem-2022: Malware Memory Analysis Dataset,” Canadian
Institute for Cybersecurity, University of New Brunswick,
2022. [Online]. Available: https://www.unb.ca/cic/datasets/
malmem-2022.html (accessed: 02.08.2024).
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Table 2. Number of Instances in case of individual malwares

Type Number of instances
Benign 29,298
Spyware-Transponder 2,410
Spyware-Gator 2,200
Spyware-180solutions 2,000
Spyware-CWS 2,000
Spyware-TIBS 1,410
Ransomware-Shade 2,128
Ransomware-Ako 2,000
Ransomware-Conti 1,988
Ransomware-Maze 1,958
Ransomware-Pysa 1,717
Trojan-Refroso 2,000
Trojan-Scar 2,000
Trojan-Emotet 1,967
Trojan-Zeus 1,950
Trojan-Reconyc 1,570

True labels
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with 85.83 %, 86 %, 86 %, and 86 %, respectively.
RobustCBL [17] and CompactCBL [17] have almost the
same performance measures, whereas Mezina and Burget
has the lowest measures.

The performance metrics of the different models for
different classes of malware (malware families) are shown
in Table 4. All models have perfect accuracy, precision and
recall for the benign class. For the ransomware class, DNN-
ANOVA has the highest accuracy, precision, and recall,
whereas Mezina and Burget [18] has the lowest accuracy,
precision, and recall. For the spyware class, DNN-ANOVA
has the highest accuracy, precision, and recall, while
RobustCBL [17] has the lowest accuracy, precision, and
recall. Regarding the trojan category, DNN-ANOVA has
the highest precision and shares with RobustCBL [17]
the best F1-score, though it falls slightly behind in recall.
Conversely, Mezina and Burget [18] record the minimal
scores in accuracy, precision, and recall for this class.

Table 5 shows the performance metrics for different
models in the case of individual malwares detection. The
comparison is made in terms of accuracy, precision, recall,
and Fl-score. DNN-ANOVA has the highest accuracy,
precision, recall, and F1-score at 73.98 %, 74 %, 74 %, and
74 %, respectively. Robust-CBL [17] and CompactCBL
[17] have lower performance metrics, with RobustCBL
[17] having slightly higher precision, recall, and F1-score
than CompactCBL [17].
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Fig. 5. Confusion matrix for individual malware detection
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Table 3. Attack family detection performance comparison, %

Accuracy Precision Recall Fl-score
Mezina & Burget [18] 83.53 75.79 75.18 75.13
RobustCBL [17] 84.56 85.00 85.00 84.00
CompactCBL [17] 84.22 84.00 84.00 84.00
DNN-ANOVA 85.83 86.00 86.00 86.00

Table 4. Attack families detection performance for each class, %
Class Mezina & Burget [18] RobustCBL [17] DNN-ANOVA
Precision Recall Fl-score | Precision Recall Fl-score | Precision Recall Fl-score
Benign 100 100 100 100 100 100 100 100 100
Ransom-ware 62 66 64 67 62 64 70 68 69
Spyware 67 76 71 69 77 73 72 81 76
Trojan 73 57 64 71 67 70 74 66 70
Table 5. Attack family detection performance comparison, %

Accuracy Precision Recall Fl-score
RobustCBL [17] 72.60 73.00 73.00 72.00
CompactCBL [17] 71.42 72.00 71.00 71.00
DNN-ANOVA 73.98 74.00 74.00 74.00

Conclusion also its type. The proposed model is trained and assessed

In this paper, a Deep Neural Network was proposed to
detect and classify malwares. A pre-processing task was
necessary to first select the most relevant features using
ANalysis Of Variance (ANOVA) F-test feature selection
strategy where the k£ most relevant features are those whose
score values exceeds a certain threshold evaluated as the
ratio between the sum of all features scores and the total
number of features. Once features are selected, target
variable was encoded. Malware analysis is done either by
binary classification to determine if there is malware, or by
multiclass classification to detect not only the malware but
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AHHOTaNMS

Beenenne. B Hacrosiiee BpeMsi BEHTHIbHO-UHAYKTOPHAS JIEKTpUYecKas MalllMHA paccMaTpUBaeTCs Kak Haubomee
TIEPCIIEKTUBHBIN BHJ IEKTPOMEXaHUYECKOTO MpeoOpa3oBaTeIs SHEPrHuH 0e3 MOCTOSHHBIX MArHUTOB IS PaOOTHI
CO CKOPOCTSIMU HMK€ HOMHHAJIbHBIX 3HaUeHUH. J{J1s yrpaBieHns BEHTUIbHO-UHAYKTOPHBIM 2JIEKTPOIBUTATENIEM C
MUHHUMAaIILHBIMH MTYITBCALUSIMA MOMEHTA HEOOXOIMMO (POPMHUPOBATH TOKH (ha3 B COOTBETCTBUH C YIIOBBIM TOJIOKECHHEM
poTopa B GyHKIINH ITOTOKOCIECIUICHHUS (has3bl OT TOKA U MOJIOKEHUsI poTopa. KapThl HAMAarHIYMBaHUS TAKXKE UCTIONB3YIOTCS
B CHUCTEMax yIPaBJICHUS C KOCBEHHBIM OIPEIEICHUEM IOJ0KeHUs poTtopa. Meroa. B pabore mpencrasicHa
SKCIEPUMEHTAJIbHASI METOJMKA MMOJIYUYEHHsI KapThl HAMAarHHYMBAaHMS BEHTUJIBHO-UHIYKTOPHOIO AJIEKTPOJBUIaTEs.
IIpuBeneH pacueT NOTOKOCLEINICHUS UL KQKJ0T0 yIvIa MOJIOKEHUS poTopa eKTpuiyeckoi MamuHsl. [Ipeanoxennoe
pelIeHre IpeycMaTpuBaeT MEXaHMIECKYI0 OJIOKMPOBKY POTOpa BEHTUILHO-UH/YKTOPHOTO IBUTATENS U IEPHOANIECKYIO
roJayy HaIpsDKEHUS MPH ITOMOIIY MOTYIPOBOJHUKOBOTO MpeoOpazoBaresis Ha OfHy U3 (a3 dIeKTpOABUraTeNs s
TOTy4eHUsT HHPOpMAI 0 pa3HOM TOKE 1 HanpspkeHUH. OcHOBHBIE pe3y abTaThbl. C CIOIB30BaHIEM IPEICTABICHHOTO
SKCIIEPUMEHTAIBHOTO TIOIX0/Ia ITOTYYCHBI COOTHOIICHUS MEXK/Ty IMOTOKOCIETICHHEM, TOKOM (ha3bl M YIJIIOM OBOPOTa
potopa. [TokazaHo, 4TO TaHHOE PEIICHHE MOXKET OBITh HCIOIB30BAHO VISl TOYHOTO ONPEICIICHNUS KapThl HAMAr HUYUBAHHST
BEHTHJILHO-UHIyKTOpHOTO aBurarelis. Qocy:xaenune. [IpeacraBieHHYI0 METOUKY 1€7IECOO0PA3HO UCIIONBb30BATh IIPH
IIPOEKTUPOBAHNN CUCTEMBI YIIPABJICHUSI C IPOTHO3UPOBAHUEM.

Kirouesblie ciioBa

BEHTHJILHO-UH/IYKTOPHBII JBUTaTeNlb, KApTa HAMarHUYUBAHHS, IOTOKOCIEINICHNE, HACHTU(DHUKALHS, HIEKTPHIECcKast
MalliHa
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Abstract

Currently, switched reluctance motors are considered the most promising type of electromechanical energy converter
without permanent magnets, especially for operations at sub-nominal speeds. To control of a switched reluctance motor
to minimize torque ripple requires the regulation of phase currents based on the rotor angular position, utilizing the
flux linkage as a function of both current and rotor angle. The flux linkage characteristic is essential in control systems
that indirectly determine the rotor position. The paper presents an experimental methodology for deriving the flux
linkage characteristic of a switched reluctance motor. The calculation of flux linkage for each rotor position angle of
the electric machine is provided. The proposed methodology involves mechanically locking the rotor and periodically
applying voltage to one of the motor phases using a power converter to gather data on phase current and voltage.
Using the proposed experimental methodology, the relationships between flux linkage, phase current, and rotor angle
were obtained. The results demonstrate that this methodology can be effectively utilized to accurately determine the
flux linkage characteristic of a switched reluctance motor. The experimental methodology proposed in this paper can
be employed to generate the flux linkage characteristic of a switched reluctance motor. This approach is particularly
advantageous for designing model predictive control systems.

Keywords
switched reluctance motor, flux linkage characteristic, identification, flux model, electric motor
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BBenenune

OnHOM U3 OCHOBHBIX MPOOJIEM BEHTHIILHO-UHIYKTOP-
HbIX nBurarenei (BU/I) sipnsieTcss BO3HUKHOBEHHUE MyJIbCa-
uuii MomenTa [1]. i yMeHblleHus myJibcaliii MOMEHTa
MPUMEHSIOT METOAUKH: YIPaBIE€HUE C MPOrHO3UPYIOIIEH
MOJICJIBIO C HEMPEPBHIBHBIM YIIPABIISIONIAM BO3IECHCTBHU-
eM [2, 3]; ¢ KoHEYHBIM HaOOpOM YTPABISAIONINX BO3CH-
cTBUil [4—0], TAC yIpaBiIeHHE OCHOBBIBACTCS HA MCIIOb-
30BaHUU JaHHBIX W3 MPEABAPUTEIBHO PACCUNTAHHBIX
nonckoBbIx Tabmwi (Look-up Table) [7]. YmomsnyTeie Me-
TOJIMKH UCTIOJB3YIOT KAPTY HAMarHW4MBaHHs KaK (DYHKIIUFO
YIJIOBOTO MOJIOKEHHUS POTOPA, TOKA M MTOTOKOCIIECTIIICHHUS.

Juist upentnuKanuy KapTbl HAMarHUUUBaHUS T10JIb-
3YIOTCSl IByMsI METOZlaMH, Pa3/ieJICHHBIMHU 110 NPUHIUITY
paboThI: OHJIAMH- 1 0 (IaliH-METOJUKH.

Oddnaita-metonuku [8—10] MO3BOISIIOT OIYYHUTH Kap-
Ty HaMaruuurBanus BUJ] ¢ momoripio cienuanbHON UCTbI-
TaTeJIbHOM OCHACTKH, TIPH 3TOM XapaKTEPUCTHKA CTPOUTCS
Ha TIOJTHOM 000pOTe pOTOpa BO BCEM JIMAlla30HE M3MEHEHNUS
Toka. Cpenu odraitH-METOINK HCIIONB3YIOTCS: MPSIMOI
CIIOCO0 M3MEPEHNUS OTOKOCLETIIEHUS SIKOPSI TOCPEACTBOM
AMEKTPOABIKYIIIEH CHIIBI CAMOMHAYKIUH JIOTIOJIHUTEIbHOM
KaTyIIKd HHAYKTHBHOCTH [10]; MeTonMKa MOCTPOCHHUS
KapThl HAMAarHUYMBAHUS C UCKYCCTBEHHO 3aTOPMOKEH-
HeIM poTtopoMm BUJI [8] u meToauka pacuera KapThl MO
H3BECTHON MOMEHTHON XapakTepHucTHke aBurarens [9].

IIpu onnaitn-metonuke [11] mapamerpsl kapThl Ha-
MarHU4YMBAaHUS JABUTATENs ONPEAEISIOTCA BO BpeMs

o0bryHOTO pexknma padorsl BUJI, npu 3TOM mosy4yeHHbIe
JTaHHbIE COOTBETCTBYIOT MI'HOBEHHBIM 3HAYCHUSM TOKOB
(a3 1 moNOKEHNU POTOpa, MPU KOTOPOM TIPOHCXOAHIIO
M3MEpEHHE.

O030p MeTOIMK

[Tomxon, omucanHelid B pabore [10], ocHOBaH Ha W3-
MEpPEHUU U3MEHEHUs MarHUTHOTO MOTOKA B IpOBEpsie-
MO KaTyIIKe TPH M3MEHEHUHU TOKa OT OJHOTO 3HAUCHUS
K apyromy. OIHAKO TaHHOE PEIIeHHE MPUMEHSICTCS IS
MaIrH OOJNBIIONH MOIIHOCTH M TPeOyeT CIOKHOM, KPyTI-
HOrabapUTHOW OCHACTKH, YTO OTPAHUYHMBACT €€ TIPUMEHE-
Hue. Pabora metonuku, onmvcanHas B [8], OCHOBBIBaeTCS
Ha OJIOKMPOBKE TOJOXKEHUSI pOTOpa B JIIOOOM KeTaeMOM
MIOJIOKEHHH C TIOCTIeYIONIel moiaueii HanpspKeHHst Ha 00-
MOTKY U U3MepeHue mapameTpos. [IpenMyinecTBo faHHON
MCTOAUKHU 3aKIHOYACTCA B OTCYTCTBHUU HeO6XO[lI/lMOCTI/I
ynpasienuss BUJ] Bo Bpems usmepenuit. K Henocrarkam
OTHOCHTCSI HAJIMYKE JIOIOJIHUTEIBHOTO 000pYyI0BaAHHUS
Juisl OJIOKMPOBKH POTOpPA M MOCTOSIHHASI TIEpEeHaIaIKa IS
Ka)XJIoro ToNokeHust. B pabdore [9] mpencrasieH crocod
KOCBEHHOT'O M3MEPEHHUS Yepe3 M3BECTHYI0O MOMEHTHYIO
XapaKTEePUCTHKY. B OTIIMYNY OT IPyTHX MMOIXOIOB, TAaHHBINA
crocob He TpeOyeT CIOKHOW OCHACTKH M Oa3upyeTcs Ha
M3MEpPEeHUH MOMEHTA JABUTATEIN C TIOMOIIh JHHAMOME-
Tpa. VI3mMepeHus Mpon3BOASITCS B HECKOJIBKHUX YTIIOBBIX
MOJIOKEHUSIX OT PAcCOIIACOBAaHHOTO K COINIACOBAHHOMY, a
MIOCKOJIbKY KapTHHA paclpeeSIeHnss MOMEHTAa CUMMETPHY-
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KapTa HaMarHn4mBaHmMAa BEHTUJIbHO-UHAOYKTOPHOIO SNeKTpoaBuratTensd: 3KcnepmmeHTaanbu7| noaxon,

Ha OTHOCHUTEIBHO LIEHTPAJIBHOM OCH MOJIoca cTaropa, To
MOJTy4EHHbIE U3MEPEHHs COCTABAT MOJIOBHHY OBEPXHOCTHU
pacnpeneneHusl.

B onnaitn-meronukax [11] mapameTpsl kapThl Hamar-
HUYUBAHUS JIBUTATEIIS OTIPEACIAIOTCS BO BPEMs1 OOBITHOTO
pexuma paborsl BU/I, mpu 3TOM moydeHHBIC JaHHBIC
COOTBETCTBYIOT MTHOBEHHBIM 3HAUEHHSIM TOKOB (a3 1 I10-
JIO)KEHHSI POTOPA, TIPH KOTOPOM TPOUCXOIHIIO H3MEPEHHE.
Omnnaita-uaenTuduKanys napamerpos BIJ] orpanndnsa-
eTcst pabodeli 00IacThIO M HE JAeT BOSMOXKHOCTH MTOTYYHTh
MOJHYIO KapTy HaMarHn4uBanus [12].

W3BecTHA OHJIAH-METOINKA TTOCTPOCHUS KapThl Ha-
marunuusanus BUJ [13], Bxitouaromiast B ce0st OLIEHKY
CONPOTHBJICHUSI 0OMOTKH, OCHOBAHHAs Ha UCIIOJIb30BAHUH
BHUPTYaJILHOTO U3MEPHUTEIBHOTO Nprbopa Ha 6aze nug-
poBOTO cHrHaJIBHOTO Tpoleccopa (Hanpumep, dASPACE
DS1003/DS1004 Alphacombo c maroit DS2201 Multi-1/O,
20 12-0uTHBIX aHAIOTO-IH(PPOBHIX Mpeodpa3zoBaTeci
(ALIIT), 8 12-6uTHBIX U(PO-aHATOTOBEIX IMpeodpa3o-
Bareneit (IJAII), ocymiecTBIAIOMEro pacyeT MOTOKOCIIe-
TUICHUS TI0 M3MEPEHHBIM JaHHBIM ToKa ¢ marom 0,01 A u
yriia moBopora poropa. HemoctarkoM 1aHHOTO peHIeHUs
ABIIAETCA UCIOIB30BAHUE CIOKHOTO U JIOPOTOCTOSIIETO
oOopynoBanus aisi 006paboTku JaHHBIX. B padore [14]
MIPUBEJICH CII0CO0 BBIYKMCIICHHS TTOTOKOCLEIIIICHHS 110 JIaH-
HBIM U3MEPEHUH (a30BOro TOKa W HAINPSDKEHUS C YIETOM
MaKCHUMaJbHOTO TOKa JBUTaTeNs, a B [15] — meron He-
YETKOH JIOTHKH JUIS TOCTPOCHHMST KapThl HAMAar HUUMBAHUS
Ha OCHOBE U3MEPEHHBIX TOKOB U HaNpspKeHni (a3 B 3aBU-
CHMOCTH OT KOHTPOJIBHBIX TOUCK yIJla OBOPOTAa POTOpA.
K Hemoctarkam Merona [15] oTHOCHTCS 3aBHCUMOCTH OT
MIPABUIBHOTO BBIOOPA MPABWII HCIIOIB30BAHUS HEUETKOMH
JIOTHKH M BBICOKHE TPeOOBaHMS K 3HAHWUSAM M OMBITY IS
HACTPOUKHU CUCTEMBI.

Wnentudukanus kaptel Hamaranuusanus BUJ kputu-
YEeCKH Ba)kKHa KaK JJIsl TPOSKTUPOBAHUS CUCTEMBI yIIpaBie-

HUSI, TaK U JUIS OLICHKH [OTePh B CHJIOBBIX KiIto4ax [16] mpu
padote BI1/I, B vacTHOCTH, B CHCTEMaX JIEKTPOTPAHCIIOP-
ta [17], tne BU]] pabotaeT B 001acTH MOICPKAHUS IO~
CTOSTHHOT'O MOMEHTA WJIN MOCTOSIHHOM MolHocTu. Harpes
BU/I B nponiecce paboThl MPUBOAUT K M3MEeHEHHIO [18]
KPUBOH HaMarHUYMBAHUS, YTO TaKXKe HEOOXOAMMO ydH-
TBIBaTh MPH NMPOSKTUPOBAHUU CHUCTEMBI YIIPABICHUS, YTO
HEPeATN3yeMOo NMPH OTCYTCTBUHU MICHTH(GHUINPOBAHHOM
NepBOHaYaIbHOM KpUBOH. [Ipy MPOEKTHPOBAHNHU CUCTEM C
KOCBEHHBIM OIPEZICIEHHEM MOJIOXKEHHsI poTopa — Oe3aar-
YUKOBBIX cHCTeM [ 19], Tarxoke KPUTHUECKH BayKHBIM SIBIISICT-
Csl HaIM4Yhe KOPPEKTHOM 3aBUCHUMOCTH MOTOKOCHEIUICHUS
OT TOKa U yTJia moBopoTa potopa [20].

Llenbto paboTh siBIIsIETCSl pa3paboTKa METOIUKH I10-
CTpoeHHMs KapThl HaMarunuusanus B/ ¢ ucnons3zoBanu-
€M KCIIEPUMEHTAIBHOIO CTeHIa M IPOrpaMMHOTI0 obecrie-
YeHus! U151 00pabOTKH MOTyYSHHBIX JIAHHBIX. Pe3ynbrars
MICCIIE/IOBAHNS TIO3BOJIAIT TOITYYUTD TTOJTHOE ITPE/ICTABICHUE
0 pacIpenesIeHuH MOTOKOCIETUICHHS B 3aBUCUMOCTH OT
TOKa W TIOJIOKEHHUS] POTOPA, UTO SIBISIECTCS HEOOXOANMBIM
3TAIOM JUIsl TIOCJIELYIOIIETO MTPOEKTUPOBAHUSI CHCTEMBI.

Onucanne METOAUKH

B nacrosimieit paboTte npuMeHEH 3KCIIEPUMEHTATBHBIIN
TIOJIXOJT TOCTPOCHNMS KapThl HAMAr HIYMBAHUSL, TPU KOTOPOH
TpeOyeTcst HICKyCCTBEHHOE TOPMOXKeHne poTopa. Ha puc. 1
npesicTaBiIeHa (PyHKINOHAIbHAS CXEMa SKCIIEPUMEHTAIIb-
HOTO CTEH/A.

[TpuHnMI paboThl CTEHJA 3aKIIIOYAETCS B CIEIYIOIEM:
potop BUJI 6nokupyercss MeXaHHUECKH B JIFOOOM KeJae-
MOM MoJokeHuH. [lomoxkeHne poropa MOXKET U3MEPATHCS
JAaTYHUKOM IT10JIOKCHHUS. C IMOMOLIBIO TTOJTYTIPOBOAHUKOBOT'O
npeobpazoBarenst Ha 0a3e OUMOJISAPHBIX CHIOBBIX TPaH-
3MCTOPOB ¢ M30sMpoBaHHEIM 3arBopoM (Insulated Gate
Bipolar Transistor) win IGBT-rpan3ucTopoB ocyiect-

3BeHO
JlaGoparopuptii  Heynpasisiemsiit | oo ‘ Kontposiep IIK ‘
aBTOTpaHc(opmMaTop  BBIIPAMUTEIH Toka Huseprop
Fo=-mmmmees Sl —— T I q
|
& | n Ll vn VT2
IZS &~ F N : i —| N —1 i 0, 1t dukcarop
2B L2 i ! ! hazel A
Q I 1 [ 1 —
© . e R N Jlarsin
— ! i ! I {1 nonoxenus
% | X I L —
| ¥ i R VT4 —
| § I e G
7 N N NI i I
I [ I i ' ToKOBBIE KITeIIH
\ _ T H HIE | Ocuusuorpad
—1 HuddepenimanbHbiii
NPOGHHK M3MEpEHHsI U

JuddepennpanbHbIi
MPOOHHUK MU3MEPEHHUSI U sy

Puc. 1. DyHKINOHAIBHAS CXeMa KCIIEPUMEHTAIBHOTO CTCHA.

A, B, C — a3t cetn, VT1-VT4 — Ttpanzucropusle kitoun, [IK — nepconanbHbIil KOMIBIOTEp, 1 — HAIpsLKEHHE B U3MepsieMoit (ase,
U3y — HANPSDKCHUE 3BEHA MIOCTOSIHHOTO TOKA

Fig. 1. Functional diagram of the experimental stand

A, B, C — phases of electrical network, VT1-VT4 — transistor switches, [IK — personal computer, # — voltage in measured phase,
uspr — voltage of the DC link
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BJISIETCS IEPUOIMYECKas 1o/lauya HalpsKeHUs Ha MpoBe-
psiemyto oOMOTKY (hazbl. Da3HbIil TOK U HANPSHKEHHE H3-
MEPSIOTCS C TOMOILBI0 COOTBETCTBYIOIINX JaTYUKOB. JlJist
MMOCTPOCHUSI KApThl HAMAarHUYUBAHUS TPEOyeTCsl H3MEPUTh
CONPOTHBJICHNE OOMOTKH, TIOCTPOUTH KPUBBIE (ha3HbIX Ha-
MIPSDKCHUS M TOKA, a TAK)KE PACCUUTATH TIOTOKOCISTIIICHHE.
Heo6xoauMo BBITOTHUTE HECKOJIBKO IKCIIEPUMEHTOB B
Pa3TMYHBIX TTOJIOKEHISX POTOpA.

Onucanne IKCIIePpUMEHTA

B kxauecTBe uccaeyeMoi MallMHbI UCIIOIb30BAH JKC-
NIepUMEeHTaIbHBINA 00paszeny BU/I co cnemyromumy HOMH-
HaJIbHBIMU MapaMeTpaMu: MOIIHOCTh — 7,5 KBT; uncio
(a3 — 3; gmcio 3yO1oB craropa/poropa — 6/4; HampsiKe-
HHE Ha 3BeHe nocTosHHoro Toka — 540 B; ok — 19,1 A;
gactoTta Bpamenus — 3000 o6/mMuH. CTEHI COCTOUT U3
WCTOYHUKA MTUTAHUS, UCCIIEyeMOTO JIBUTATENS U CHCTEMBI
u3MepeHus. B kauecTBe NCTOYHMKA MUTAHUS IPUMEHEH Jia-
OoparopHblii aBroTpancdopmarop (JIATP) ¢ HanpshkeHnem
540 B, oT KOTOpPOro HaMpsKEHUE MTOJAETCS Ha HEYNpaBIIs-
€MBbIii BBIPSIMUTENb U Jlajiee CO 3BE€Ha MOCTOSTHHOTO TOKa
Ha UHBEPTOP. YIPaBISIOMUI KOHTPOJUIEP MOJAET CUTHAT
MUPOTHO-UMNYIbcHOW Moxynsinuu (LLIIM) Ha Tpan3u-
CTOPBI CO CKBaXKHOCTHIO 1. Ha koHTponiepe yctaHoBieHa
3alUTa 10 MPEBBIIEHUIO TOKA. Takas cxema MO3BOJIIET
oJaTh CKaukooOpa3HOe HaTpsHKEHHE HAa OOMOTKY JIBUTA-
tenst. Iloka3aHns TOKa CHUMAIOTCS C TIOMOIIBIO TOKOBOTO
TpoOHMKA.

C nenbio MPenOTBpPALIEHHs] POKPYUUBAHUS POTOPA U
ero HaJe)KHOHW (PUKCAIHU B ONPEICICHHOM MOJIOKCHUH

NpelyCMOTpEeHa crielasibHas MeXaHuueckasi ocHacTka. Ha
BaJIy POTOpa yCTaHOBJICH I'PalynpOBaHHBIN JIHCK, 3aKpe-
TUICHHBIN Ha aqroMUHHEBOH Oanke. KoHery 6aiku skecTKo
3aKperuieH NPYKUHHBIMHU 3axuMamiu. O01as cxema cTeH/ia
B cOOpe mpesicTaBIeHa Ha pyc. 2.

N3mepenne Toka B 0OMOTKE IPOU3BECHO C IIOMOIIBIO
TOKOBOTO TpoOHUKa s ociunorpada Pintek PA-677.
W3mepenne HanpsDKEHUS BBIIOIHEHO C MOMOIIBIO BBI-
COKOBOJIFTHOTO U depeHnarp-Horo npooHmka Micsig
DP10007. XapakTepuCTHKH TOKOBOTO U BBICOKOBOJIBTHOTO
JuddepeHanbHOro MpoOHUKOB MPEICTABICHbI B Ta0. 1.

ITokazanus HpO6HI/IKOB CUHUTBIBAKOTCS U BBIBOISATCS
cpasy Ha ocummiorpad AKUII-4126/4A-X. Custbie nio-
Ka3aHMUs IEPEBOJISITCS Ha ChEMHBII HOCUTEIb U 00padaThI-
BAIOTCS POrPAMMHBIMH CPEJICTBAMH.

DKCIEPUMEHT MTPOBOJIMIICS 110 CJIEYIONIEH METOIMKE.
ITepen Hagasom SKCHEpUMEHTa K (a3e JBHUTaTels Moj-
KJTFOYAIOT TOKOBBIH MTPOOHMK, a K 3BEHY TIOCTOSIHHOTO TOKa
1 BBIXONly WHBEPTOpa — AU PEPEeHINATHHBIN MPOOHUK.
KonTpomnep HacTpanBaroT Ha OTKIIIOYEHHE CHCTEMBI IPH
JIOCTHKEHUH OTPaHWYCHUS 110 TOKy B 19 A. 3atem Bpara-
10T pykosTky JIATP no moctmwkenus Hanpsokenus 540 B
Ha 3BEHE MOCTOSIHHOTO ToKa. Ha a3y aBurarens yepes
HEYIPaBJISIEMbII BBIIPSIMUTEIb U UHBEPTOP IOAAIOT CKad-
KOOOpa3HOe HaIPSDKEHUE U TPOBEPSIOT, YTO JBUTATENb
3aHMMaET COIIACOBAHHOE MOJIOXKEHHE. 3HAYCHHS TOKa U Ha-
NpsDKEHNST PUKCHPYIOTCS OCIMILIOrpadoM M COXPAHSIOTCS
Ha AJIEKTPOHHBIN HOcUTeNb. Jlanee poTop OTKIIOHSIOT Ha 6°
TIO IIKaJIE 1 KECTKO (PUKCHPYIOT. DKCIIEPUMEHT HOBTOPSIOT
C TTOoJja49M CKaYK00OPa3HOTO HAINpPSDKEHUS, CHIMast TT0Ka3a-
Hus B 17 nonoxenusx. [locne npoBeneHst SKCIEPUMEHTOB

Puc. 2. dororpadus 3KCIIepUMEHTAIBFHOTO CTeHAa: / — (QUKCHPYIOIIas OCHACTKA; 2 — BEHTHJIbHO-UHAYKTOPHBIN TBUTATEIb;
3 — HeymnpapJIseMblil BBIIPSIMUTEINb, HHBEPTOP U KOHTPOILIEP; 4 — TOKOBBIE KJICIIHN; 5 — TOKOBbIC U An(depeHnnaIbHbie
poOHKKH; 6 — ocmuiorpad

Fig. 2. Photo of the experimental equipment. / — fixing tool; 2 — switched reluctance motor; 3 — uncontrolled rectifier, inverter
and controller; 4 — current clamps; 5 — current and differential probes; 6 — oscilloscope
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Tab6auya 1. TlapamMeTpsl 1aT4nKa TOKa ¥ BBICOKOBOJILTHOTO U] depeHIranbHOro npooHuKa

Table 1. Current sensor parameters and the high-voltage differential probe

ITapamerp | 3HaueHne
TokoBbIi IPOOHUK
Maxkcumansasrii Tok (DC), A ot —70 1o +70
MakcumaibHas pabouee Hanpsbkenue, B 600

Yacrorasiid auamnazon (DC), MI'g

1

Tounocts B quanazone 500 MB/A (20 MA—14 A)

+ (3 %+20 MA)

Tounocts B quanazone 50 MB/A (200 MA—-100 A) + (4 %+200 MA)
BricokoBONBTHEIH A GepeHInanbHbIN TPOOHUK

[Tonoca nponyckanus, MI'g 100
Koaddunnent nenenus 1/10 1/100
MaxkcumanbHoe tuddepeHaisHoe HanpshkeHne, B 70 700
MakcumanbHOe BXOJIHOE HanpsikeHue, B 600 (CAT II)

1000 (CAT I)
Tounocth, % +2

Ipumeuanue: CAT 1 — npubopsl, npeaHa3sHaueHb! U1l pabOThl ¢ HCTOYHHKAMH HANPSDKEHHSI, KOTOPHIE HE MOJIKIIOUCHBI HEOCpeI-
CTBEHHO K ceTH dekTpocHatkenust; CAT I — npubopsl, KoTopble MOry paboTarh ¢ HENsMH, MOAKIIOYEHHBIMUA K HU3KOBOJIBTHOU
INIEKTPUUECKOM CETH Yepe3 CTaHapTHbBIC PO3ETKH, TAKHE KaK ObITOBAsi TEXHHUKA.

1 00paboTKH Pe3ysIbTaToB ObUIN MOIYYEHBI rPpapUKN TOKOB
U HaNpPsHKEHUH JUTs KaXKA0TO0 MOJI0KEHUST POTOpa, IpUMeEp
KOTOPBIX JUISI COITACOBAHHOTO ITOJIOKEHUS MOKa3aH Ha
puc. 3.

Ha rpadukax moka3zaHo HampsDKeHHE ¥ HA 0OMOTKe
nBHTarens B ¢ase A, Gpa3HbIA TOK i 1 HAPSHKEHIE Ha 3BCHE
MIOCTOSIHHOTO TOKA Usyyr. B Hauane u3MepeHns OTKPhIBAeTCst
xitod VT1, VT4, B TeueHne BCEro dKCIepuMeHTa KIII0IH
OCTAIOTCS OTKPBITHI M 3aKPBIBAIOTCS TOJIBKO B KOHIIE H3Me-
peHus. B Buay Toro, 9to B X0/1€ 9KCIEPUMEHTa OTCYTCTBY-
et IIIMM-mMonynsitust Katouel, U3MEpEeHHOE HaIPsHKEHHE
Ha 0OMOTKE paBHO HAIPSDKEHUIO Ha 3B€HE MOCTOSHHOTO
TOKA 32 BBIYETOM MaJICHUSI HAITPSHKEHUS (TPUOIU3UTEIBHO
2 B) ma xirouax VT1 u VT4. JlaHHBII OITBIT SKBUBAJICHTCH
OTIBITY KOPOTKOTO 3aMbIKaHHS, YTO 00yCIIaBINBACT MPO-
CaJKy HalpsDKEHHsI Ha 3B€HE MMOCTOSIHHOro Toka B 15 B k
KOHITY M3MEpPEHHUSI.

600

1/t 400

200

a)

-200

—400

3 4 x1073

Puc. 3. Tpaduku TOKa U HAIPSDKEHHS B COMIACOBAHHOM
MOJIOKEHNHT POTOPA

Fig. 3. Current and voltage graphs in the matched rotor position

O0paboTka pe3yabTaToB

[MonyuyenHble rpaduKy TOKOB U 3HAYCHUI HATIPSDKCHUI
IMMO3BOJIAIOT MOCTPOUTH KPUBBIC MMOTOKOCUCINNICHUA I
Ka)XKJIOT0 YIJIOBOTO MOJIOKEHUSI 110 clieytoiieit Gpopmyiie:

t
v() = (f) (u(?) = Ri(®))dt + y(0), (M

rae y(0) — HauampHOE 3HaYCHUE TTOTOKOCHeruieHus (¢ = 0);
u(f) — HanpspkeHue Ha dase; i(f) — Tok B paze BUJ; R —
compoTHBIIeHHE (ha3HOW OOMOTKH.

Comnporusnenne ¢pa3zHoit 0OMOTKH R OBLITO U3MEPEHO U
cocrasisieT 1,6 Om. ITo hopmyme (1) BeIoaHEHO HHTETPU-
pOBaHHE KPUBOW TOKA VISl KaXk/IOTO MOJIOKEHHS C IIaroM
1 A. TIponHTErprupOBaB KPUBHIC TOKA U TIOTYUUB 3HAYCHHUS
MOTOKOCIICTUICHHS, MOXKHO MOCTPOUTH PACUCTHBIC XapaKTe-
puctuku (puc. 4).

Jlist oy 4eHust OJTHOW KapThl HAMarHUHYNBaHUS OCY-
IIECTBUM MU3MEpEeHNs BO Beex 17 monoxeHusix. B pesysbra-
Te OblIa IOJy4eHa MOBEPXHOCTh, N300payKeHHas Ha puc. 5.

MonenupoBanue KapThl U MOCTPOCHHUE TrpaduKoB
MIPOBOAMIIMCEH C MCIIOIB30BAHUEM IIPOTPAMMHOTO TTaKeTa
MATLAB. AaropuT™m nocTpOEHUSs MOJHOW KapThl Ha-
MarHMYMBAaHMS BKJIIOYAJ CIEAyIoUIne sTanel. J(aHHbIE,
MIOJTyYCHHBIE B XOJIC PAcUeTOB, OBIIM Pa3/eNCHbI 110 TPEM
napamMeTpaM: CHJa TOKa, TOTOKOCIEIUIEHUE U yrod. DTH
JTaHHbIC JOMOJIHEHBI BOCEMbIO TOYKAMHU B CTOPOHY YMCHb-
menus yria 6 (ot 111 10 63°) u 1eBATHIO TOUKAMH B CTO-
pony yBenuuenus yraa (ot 111 go 159°). Beimonneno
MOCTPOEHHE rpaduKa 110 JOMOTHEHHBIM TOYKAM, IIPH 3TOM
KOJIMYECTBO TOYEK I10 YIIy M IO TOKY OBIJIO yCTaHOBIIE-
HO Ha ypoBHe 50 3HaueHuil. [IpoMexyTOUHBIE 3HAUEHUS
JUIsl BCeH KapThl HAMArHWYMBAHUS OIPEIEICHBI METOIOM
HWHTEPNONAIUH. B pe3ynprare Ha OCHOBE PAaCHIMPEHHOTO
Habopa IaHHBIX Obllla CHHTE3UPOBAaHA ITOBEPXHOCTH Ha-
maranuuBaaus BUJL.
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Fig. 4. Graph of the dependence of flux-current, where 0 is the angle of the rotor position
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Fig. 5. Full magnetization map
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Pa3paboran HEOOXOAMMBINA U JTOCTATOYHBIHN IS T10-
CTPOCHMS KapThl HAMAarHWYMBaHUS BEHTUIHHO-WHYK-
TOPHOTO JIBUTATENsI SKCIIEPUMEHTAIBHBIN TTOIX0]l — OT
MOJATOTOBKH 9KCHEPUMEHTAIBHOTO CTEHAA A0 CIIOCO00B
00paboTKN MONYYEHHBIX pe3ynabTaToB. [ 06paboTku
MOJTY4EHHBIX JaHHBIX pazpaboTaHa mporpamma Jjst pac-
YyeTa MOTOKOCUEICHUSI U TOCTPOCHNUS KapThl HAMArHUIH-
BaHusl. [loyueHHbIE METOMKH ObUIM BepU(UIIUPOBAHBI
Ha BEHTWJIbHO-WHAYKTOPHOM JIBUTATENIe KOH(PUTYpAIUH
6/4 momHOCTBIO 7,5 KBT ¥ 1MO3BOJIMIIN MOIYyYUTh KapTy
HaMarHU4MBaHUsA AJd Juana3oHa MoJoxeHuil ot 63 1o
159° npu cornacoBanHoM nonoxkeHuu B 111°. TTomyyennas
KapTa J]aeT MOJIHOE MPE/ICTaBICHHE O PaCpEACIICHUH TT0TO-
KOCIICIUICHUSI B 3aBUCUMOCTH OT TOKA M TTOJIOKEHHSI pOTOpa
BEHTWJIBHO-MHAYKTOPHOTO JABUTATENSL, UTO B JallbHEHIIIEM
MOKET OBITh MPUMEHEHO NP MPOCKTUPOBAHNH CHCTEMBI
yTIpaBJICHUSI.
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AHHOTALUA

[IpencraBieHbl pe3yabTaThl HCCIEIOBAHUS CIICKTPATBHON 3aBHCUMOCTH KBaHTOBOH 3 (PEKTUBHOCTH (POTOKATAIIU-
TUYECKOTO Pas3IoKeHus BOJbI. OmpelieieHa CBsI3b CIIEKTPa U3IYYCHHS C IPPEKTUBHOCTHIO (POTOKATATHUTUYIECCKOTO
pa3ioKEHUsT BOABI Ha BOJOPOJ U KUcIopoa. C 3TOW IEeNbI0 MCCICI0BaH ICKTPOIUT HA OCHOBE HUTpPATa HATPHSL.
doTokaron cojepkKanl HAHOMOPUCThIE clion cepedpa. [lokasaHo, 4To MakcuMalnbHas KBaHTOBasi 3Q(HEKTHBHOCTH
(hOTOKATATUTHYECKOTO PA3JIOKCHHUS BOIBI 10 CIICKTPY HHTETPAIBHO COCTaBISIET 1,9 %, a ¢ YMCHBIIICHUEM JITTUHBI BOJHBI
u3JydeHus nosbimaercs. [ToydeHHble pe3ybTaTbl MOTYT ObITh HCIIONIB30BAHBI IPU Pa3paboTKe YCTPOUCTB COHEYHON
SHEPTeTHKH, MPEIHA3HAYCHHBIX U1 (POTOKATATUTHYECKOTO PA3I0KEHUS BOABI HA BOJOPO/ M KUCIOPO.

KiroueBsbie ciioBa
(hoToKaTanM3, HAHOTIOPUCTHIN CIIOH, cepedpo, pPa3IOKEHNE BOIBI
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Abstract
The article presents the results of the spectral dependence study of the quantum efficiency of photocatalytic water
decomposition. The relationship between the radiation spectrum and the efficiency of photocatalytic water decomposition
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into hydrogen and oxygen is determined. For this purpose, an electrolyte based on sodium nitrate is studied. The
photocathode contained nanoporous silver layers. It is shown that the maximum quantum efficiency of photocatalytic
water decomposition by spectrum integrally amounts to 1.9 %, and increases with decreasing radiation wavelength. The
obtained results can be used in the development of solar energy devices designed for photocatalytic water decomposition

into hydrogen and oxygen.
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doroxkaramurnueckoe (PK) paznokeHue Bojibl Ha BO-
JIOPOJT ¥ KUCIIOPOJL SIBIISIETCSL OZIHUM M3 HAIlpaBJICHUH pas-
BHUTHS BO30OHOBIISIEMBIX HCTOYHUKOB dHEpruu. B psiae
9KCTIEPUMEHTAJIBHBIX M TEOPETHUECKUX paboT IMOKa3aHbI
BO3MOXXHOCTH 3((EKTUBHOTO Pa3I0KEHNS BOJBI B MUKPO-
n Ha"onopucThix (HIT) cirosix MeTauioB 1 OTyIpoOBOJHN-
kOB [1—6]. VBenmueHne sMHCCUH (POTOATEKTPOHOB MOXKET
OBITH TOCTUTHYTO B METAIIMYECKHX HAHOCTPYKTypax 3a
cueT 2PPEKTOB, BOSHUKAIOIINX B METAJIJIE IIPH BO30OYkKIe-
HUU TIOBEPXHOCTHBIX TJIa3MOHOB [7, 8].

B skcniepumeHTax 1o GOTOAIEKTPOXUMUYECKOMY pas-
JIO)KEHUIO BOJIbI B OCHOBHOM HCIIOJIb3YIOTCSI J1aA0OpaTOpHbIE
HUCTOUHMKH cBeTa [9—12]. OnHaxo 1 NPaKTUYEeCKUX MPU-
MEHEHHUI BYKHO M3yUYCHUE BIMSHUS CIIEKTpa U3JTy4EHHS Ha
s dexrnBHOCTE PK paznoxenns Bozapl. [Ipn OK pazmoxe-
HUH TIPUPOTHON BOABI CIIEKTP n3inydeHus CoiHIa MOXKET
MEHSTBCSI, B 3aBHCUMOCTH OT TreorpauuecKux (pakTopos,
MOTO/IHBIX YCJIOBUN M BPEMEHHU CYTOK. Mcxoas u3 aroro,
BA)KHOM 3a/1aueil sIBJISETCS U3yUEHUE CIEKTPAJIbHON 3aBU-
cumocTH dpdexrnBHOCTH DK paznokeHus BOJIBI.

e nHacrosimelt padotel — cunTe3 HIT cioeB Ha oc-
HOBE cepedpa U UCCIIeI0BaHNE BHYTPEHHEH KBAHTOBOM (-
(DEeKTHBHOCTH Pa3JIOKEHHUs! BOJIbI (POTORIEKTPOXHUMHYECKUM
METOJIOM B 3aBHCUMOCTH OT CIIEKTPa U3ITyUCHHUSI.

B kauectBe nomnoxkek mnus HIT ciioeB u3 cepedpa
HCIOJIB30BAINCH MOJHUPOBAHHBIC MIACTUHBI U3 MEJH.
IMoxnoxku uMenu pasmepsl 10 x 10 MM2 u ToNmUHY
0,5 mm. Jlns cuaTe3a HIT croeB u3 cepedpa mpuMeHEHBI
XUMHYeCKUe peakmu 3amerneHus [ 13]. Jlanusril mpocToit
1 TEXHOJOTUYIHBIA METOJ CHHTE3a MO3BOJISAET U3rOTaB-
TUBaTh POTOKATOAB! OONBIION TUTOMIanu. [l cuHTe3a
HIT cnos u3 cepedpa MOATIOKKH U3 MEAH TTOTPYKAJICH B
BOJIHBIN pacTBOp a30THOKHCIOTO cepedpa (3,75 Bec.%).
[IponomKUTEeNbHOCTh peakiuu cocTaBisuia 3 c. Cunres
MIPOBOJIMJICS TpU KOMHATHOH Temmeparype 20 °C.

[Tocne npoBeeHnst peakiyii 00pa3Ibl MPOMBIBAIUCH
JUCTHJUINPOBAHHOM BOZIOH M BhICYIIMBaINCH. CTPyKTypa
n mopdosorus HIT croeB n3yyanuck ¢ MOMOIIBIO CKaHHU-
pyroriero aMeKTpoHHoro Mukpockorna JSM 7001 F (JEOL).

Jast poTO3IIeKTPOXUMHIUECKOTO Pa3IokKEH s BOABI 00-
PpasIipl MOMEIIAINCE B SUCHKY, 3aIlIOTHEHHYIO JIEKTPOIIH-
TOM, W OCBEIIAJINCh YePe3 OKHO M3 KBAapIIEBOTO CTEKJA.
B kauecTBe 271eKTpoIuTa UCII0JIb30BAJICS BOIHBIN PacTBOp
HuTpaTa Hatpus (6 Bec.%). B xauecTBe MHUPOKOMOIOCHO-
IO MCTOYHHUKA M3IY4EHHs JUIsl HHTErPAIbHBIX MO CIEKTPY

u3MepeHull ucnonb3oBascs ocetutens Novacure 2100
C PTYTHOH JaMIod MOIIHOCTBHIO 3 BT U crniekTpaibHbIM
uHTepBasioM u3nnyuenus 250-500 aM. [l u3MepeHuit Ha
(hMKCHPOBaHHOM JIJTMHE BOJHBI TPUMEHSIIHCH KaJTMOpOBaH-
HBIC TIOTYIIPOBOTHUKOBEIC CBETOIMOMABI C JIITMHAMH BOJH
365, 450, 532 u 650 aM. BB100p MCTOYHUKOB H3ITydeHUS
00yCJIOBIIEH T€M, YTO OHH SIBIAIOTCS Y3KOTIOJIOCHBIMH.
Kpome Toro, oHM TO3BOJIAIOT MPOBOAUTH U3MEPEHUS OT
YABTPAPHUOIETOBOTO AUANIA30HA 10 KPACHOH 00JIaCTH CIIeK-
Tpa. M3mepenus npoBoauiuck npu temmeparype 20 °C.
[TpenBapuTesbHbIE YKCIIEPUMEHTHI, BBITOJIHEHHBIC IS
JUTUH BOJH u3inydeHus 450 um u 650 HM, MMOKa3ajiu, 4To
M3MEHEHHE TJIOTHOCTH MOUIHOCTH B uHTepBajie 0,03—
0,20 Br/cm? He BIHsET HAa KBAHTOBYIO d(dexTuBHocTs DK
paznoxenus Boabl. Ha @K sueliky momaBanoch MOCTOSH-
Hoe HanpsbkeHne U = 0,5-5,0 B uepe3 GanmnacTHeIi pe3u-
ctop | kOwm. [IpexaBapuTenbHBIC SKCIICPUMEHTHI TIOKa3aIIH,
YTO TIpH OONBIMX HanpspkeHnsX B OK sueiike HauMHAIOTCS
TIPOIIECCHI AIEKTPOIH3a. DTO MPUBOIUT K U3MEHEHHUIO Xa-
PaKTEPUCTUK AIIEKTPOJOB, M UX JIETpaaliii. BHYyTpeHHsA
KBaHTOBast 3 (HEeKTUBHOCTH (POTOKATAIIN3A 1] OIIPEICIISIACEH
o hopmyite [14]:

rae Ne u N, — KOIn4ecTBO (pOTOIIEKTPOHOB M IIOITIO-
IEHHBIX (POTOHOB; [, — (HOTOTOK; Py — TOITIOIIEHHAS
SHEPTHSL; O — YacTOTa M3ITYyUYCHUS; € — 3apsiJl IEKTPOHa,
h — nocrosinuas [lnanka.

Ha puc. 1 nokazano uzobpaxenue HII crost cepedpa,
MOJTYYEHHOE C OMOIIBIO CKaHUPYIOIIETO MIEKTPOHHOTO
MHKPOCKOTIa, TI0CIIe TPOBEAeHHs peakiyy 3amenienus. HIT
CJIoM U3 cepedpa COCTOST U3 BETBAIMINXCS (PpaKTaTIbHBIX
MHUKPOCTPYKTYp AIMHON 10 3 MkMm. Ha koHnax BerBei
PAacIoNoKEHBI cepeOpsTHBIC UIITBI JUTMHOH 10 25 HM. 3a cuer
thopmuposanus Takoro HIT ciost mponcxoanT yBenmnaeHne
3 PexTHBHON TUIOmAAN POTOKATONA OTHOCUTEIHHO III0-
a1 MOI0KKH Oonee uem B 104 pas.

ITpu momenienuu ¢ortoxarona u3 HII cepedbpa B DK
SUEiKy, 3aM0JHEHHYIO JIEKTPOJINTOM, M Moa4de CBETO-
BOTO MOTOKa Ha (POTOKATOM B LIENM BO3HHMKAET (POTOTOK
(puc. 2, a). OTo yKa3pIBaeT Ha IOSBICHUE (HOTOIIIEKTPO-
XMMHYECKOH PeaKIiy ¢ pa3lioKEHHEM BOJIbI Ha BOAOPOA U
kuciopos. HTerpanbpHas 1o CleKTpy 3aBUCHMOCTh KBaH-
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Puc. 1. 300paxxeHne HAHOTIOPUCTOTO CII0S M3 cepedpa,
TIOTyYeHHOTO METOJIOM PeakIny 3amerieHus. V3zobpaxenne
TIOJTYYEHO C TOMOIIBIO0 CKAHUPYIOIIETo AIEKTPOHHOTO
MHKPOCKOIIa

Fig. 1. Image of silver NP layer, obtained by substitution
reaction method. Image was obtained by scanning electron

microscope
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Puc. 2. Ocrmorpamma (oTOTOKa IT0CIIe BKITIOUSHUS
U BBIKJIFOYCHUSI CBETA (@); HHTETPAJIbHASI 110 CIICKTPY
3aBUCHMOCTb KBAaHTOBOU d((PEKTUBHOCTH Pa3JIOKEHHUS BOABI OT
Hanpsbkenust (b)
Fig. 2. Oscillogram of photocurrent after the light switching on
and off (a); Integral spectrum dependence of quantum efficiency
of water splitting on the voltage (b)

TOBOW 3()(PEKTUBHOCTH PA3JIOKEHUSI BOABI OT HAIPSKEHUS
Ha s4elike 1Moka3aHa Ha puc. 2, b. V3 pucyHka BUIHO, 4TO
NP YBEIMYECHUH HAIPSDKEHNST BO3HUKAET POCT KBAHTOBOM
addexruBHOCTH pasnoxenust Bojsl. [Ipu U > 3 B npoucxo-
JIUT HACBHIIICHNE 3aBUCUMOCTH. MaKcuMasbHas KBAHTOBAS
3¢ eKTHBHOCTH pa3nokeHust Bojb! coctasisieT 1,9 %. [l
(PMKCHPOBAHHBIX AJIMH BOJH 3aBUCUMOCTH KBAaHTOBOTO
BBIXO/[a OT HANPSDKEHUS UMEIOT aHAJIOTUYHBIN BUI.

B Tabnune npencraBieHbl OTHOCUTEIBHBIC KBAHTOBBIC
s dexruBHOCcTH DK paznoxeHus Bogb! 11 pasHbIX JUIMH
BOJIH. VI3 TabiuIbl BUHO, YTO C YMEHBIICHUEM JUIMHBI
BOJIHBI () (PEKTHBHOCTH PA3JI0KEHHS BOJIbI YBEINUUBACTCSI.
Ot1MmeTuM, 4TO Jjake B KPAaCHOM 00JIaCTH CIIEKTPa IPOLEcC
(hoToKaTanu3a MPOUCXOAUT, HECMOTPS HA MAJIyIO SHEPIHIO
(hoTOHOB.

B ciyyae o6beMHoro (hotodddexra IEeKTPOH MOIII0-
maet (POTOH M MEPEXO/IUT B «TOpSUEe» COCTOSTHUE B 00bEME
metasuta. OJHaKo, KOT/ia OH ABMKETCS M3 00beMa MeTasuia
K TPaHMILIE Pa3fena Cpell, OH TePSIeT YacTh SHEPTUH 32 CUET
CTOJIKHOBEHUH C TEPMAJIM30BAaHHBIMU JIEKTPOHaMu. B city-
Yyae TMOBEPXHOCTHOTO (oTOd(hPEKTa SIEKTPOH MOTIIONIACT
9Hepruto (JOTOHA Ha TPAHUIIE Pa3Zeia Cpel, U y HETO eCTh
BO3MOYXHOCTh BBIMTH U3 MeTalljla C MaJIbIMH OTEPSIMH
SHEPruu. DIEKTPOH IMOCIE BBIXOAA B AJIEKTPOIHUT CIIOCO-
OeH BoccTaHaBIMBaTh HOHBI Bogopoaa. O4eBUIHO, UTO Y
JJIEKTPOHOB, MOTJIOTUBIINX (OTOH ¢ OOJbIIEH YHEpruei
BEPOSTHOCTH BBIXOJIa 3a MpeJienbl Metaia oombie. [Ipu
MaJIoi sHepruu (OTOHA, HANPUMEpP, B KPACHOH 001acTH
CIEKTPA, TOBEPXHOCTHBIE IIIA3MOHBI, KOTOPHIC BOZHUKAIOT
Ha METANTMIECKNX (PPaKTAIBHBIX HAHOCTPYKTYPax, MOTYT
uHTEp(HEpPUPOBaTh MEXKIY COOOH. DTO MPUBOIUT K TOSB-
JICHUIO «TOPSAYNX TOUEK», B KOTOPBIX MOXKET MPOHCXOAUT
«pa3orpes» IEKTPOHOB. DTO MO3BOJISET UM BBINTH 3a
Ipeziesbl MeTaa.

OKCIEepUMEHTAIbHO MMOKAa3aHO, YTO MaKCHUMalbHas
kBaHTOBas 3 pexTrBHOCTE DK pasznoxeHus: BOAbI UHTE-
rpajbHO MO CHEeKTpy cocTasiseT 1,9 %, a ¢ ymeHbIIeHHEM
JUIMHBI BOJIHBI M3y4eHus yBeauuusaetcs. [Ipu atom OK
MpOIeCcC MTPOUCXOANT M B KPacHOM o0iacTu crekTpa 3a
CYeT pa3orpeBa IEKTPOHOB MPH MOSBICHUU «TOPSUNX
TOYEK» BO (PPAKTAIBHBIX CEPEOPSIHBIX HAHOCTPYKTYpax.
[omydeHnsIe pe3ynbTaTel MOTYT OBITH NCTIONB30BaHbI IPH
pa3paboTKe yCTPOUCTB CONHEYHOH YHEPTeTHKH, TPEaHA-
3HaueHHBIX 17151 K pas3iioxeHus BOAbI Ha BOIOPOJ U KHC-
J0pOf.

Tabnuya. Bnusaue AMUHBI BOTHBI U3Ty4eHHS (A) Ha OTHO-
CHUTEIbHYIO KBaHTOBYIO Y dexruBHOCTS (1 = N(A)/M (X N(L))
(hoToKaTaMUTHIECKOTO pasioxeHus Bogsl. U =1 B

Table. Influence of radiation wavelength (1) on relative quantum
efficiency (n =n(A)/M(n(L)) of photocatalytic water splitting.
U=1V

A, HM VIHTEHCUBHOCTD U3ITy4EHUS, n
Br/cm?
365 0,10 0,41
405 0,04 0,30
450 0,20 0,15
532 0,04 0,10
650 0,04 0,04
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TPEBOBAHUS K O®OPMJIEHUIO CTATEN

KypHan nybnumkyeT HayyHble 0630pbl, MOHOTEKCTOBbLIE CTaTbU
1 KpaTkme coobLeHus.

[MonHOTEKCTOBAs CTaTbsl LO/MKHA MMETb HYETKYIO CTPYKTYPY, BKJIIO-
yaloLLyto B ce0s1 aHHOTaLMIO, KJloYeBbIE CI0BA, BBEAEHWE, HECKOJbKO
cozepXaTebHbIX PasfesioB U 3ak/Il0HEHME.

B aHHOTauum, paccynMTaHHOM Ha caMbll LUMPOKNI KPYTr YuTaTenen,
Heobxoammo B o6beme 200-400 cnos B popme kpaTkoro pedepara
(Abstract) nsnoxmTb Hay4yHOE COAEpXaHue cTaTbu: MPeameT, Lenb
paboTbl, METon, AN MEeTOAOSorns npoBedeHuss paboTbl, KpaTkoe
onMcaHne aKCNepUMEHTa, NOMYYEHHbIE Pe3ynbTaTbl, PEKOMEHAALINN
Mo NX NPUMEHEHUIO.

KnioyeBble cnoBa [O/KHbI OTpaxaTb MHdOpMaumio, npencraB-
NIeHHy10 B cTatbe. OCHOBHOE KJIIOHEBOE CNOBO YKa3bIBAETCS MEPBbLIM.

Bo BBeaoeHUM HeobxoouMMO MpPencTaBuUTb COLEPXaATENbHY Mo-
CTaHOBKY paccMaTpMBaeMOro BOMpPOCa, MPOBECTU KPaTKUA aHa-
JNIN3 U3BECTHbIX N3 HAYYHOW NUTEPATYypPbl PELUEeHUI (CO CCbIIKaMu Ha
VCTOYHUKW), AaTb KPUTUKY UX HELOCTATKOB, MOKa3aTb HAYYHYIO HOBU3-
HY 1 NPENMYLLLECTBO (OCOOEHHOCTU) NpeanaraeMoro noaxoaa.

B 0CHOBHOM TekCTe cTaTbM A0MKHA ObITb NPEACTaBNeHa cTporas
MOCTaHOBKA peLlaeMon 3aa4u, N3N0XeHbl 1 0OCTOSATENBHO pa3bsc-
HEeHbl (J0Ka3aHbl) NOJlyYeHHbIE YTBEPXAEHUS U BbIBOAbI, MPUBELEHDI
pe3ynbTaThl 9KCMEPUMEHTANIbHbIX NCCNEA0BAHNA N MaTeMaTnyec-
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